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Abstract

In this paper, a novel method for facial representation
called Spatially Confined Non-Negative Matrix Factoriza-
tion (SFNMF) is presented. SFNMF aims to extract more
spatially confined, parts-based representation from the
NMF  based representation by merely removing
non-prominent region, and focalize on the salient feature.
SFNMF derived a significant set of basis which allows a
non-subtractive representation of images and these bases
manifest localized features. Experimental results are pre-
sented to compare SFNMF with NMF and Local NMF.
Advantageous of SFNMF is demonstrated when SFNMF
achieves highest verification rate among the other.

1 Introduction

Face recognition is one of the human most remarkable
abilities. Human being is able to recognize thousands of
faces learned throughout their lifetime. In psychological
community, there are huge amount of work done to justify
whether face recognition is based on perception of its
parts or it is viewed as a holistic process. Farah et. al. [1]
found that the features used to recognize faces are “holis-
tic” in nature. On the other hand, Wachsmuth et. al. [2]
have drawn phychological and physiological evidence for
parts-based objects representations in the brain. Bieder-
man developed with the theory of
recognition-by-components (RBC) [3].

A well-known and widely used of holistic paradigm in
face recognition is EigenFace [4] which based on Princi-
ple Component Analysis (PCA). It operates directly on
whole patterns represented as (feature) vectors to extract
so-needed global features for subsequent classification by
a set of previously found global projectors from a given
training pattern set, whose aim is to produce a most ex-
pressive subspace for face representation and recognition.
Contrast to EigenFace which finds a projection direction
that retains maximum variance, LDA or FisherFace [5] —
an example of the most discriminating subspace method
seeks a projection direction that maximizes the distances
between cluster centers.

For the local based approach, Local Feature Analysis
(LFA) [6] is devised as a method for extracting, from the
holistic PCA basis, local topographic representation in
terms of local features. Independent Component Analysis
(ICA) [7] is a linear non-orthogonal transform leading to a
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representation in which unknown linear mixtures of
multi-dimensional random variables are made as statisti-
cally independent as possible. LFA and ICA’s projection
coefficients can be either positive or negative, and such
linear combinations generally involve complex cancella-
tions between positive and negative numbers. Therefore,
the representations lack the intuitive meaning of adding
parts to form a whole.

Recently, a new approach for obtaining a part-based
linear representation of facial image has been proposed.
This new technique known as Non-Negative Matrix Fac-
torization (NMF) first introduced by Lee et. al. [§]. NMF
produces a part-based representation because only addi-
tive combination of basis is allowed for entries. In
addition, the non negativity constraint is compatible with
the intuitive notion of combining parts to form as a whole.
One of the most useful properties of NMF is that it usually
produces a sparse representation of the data. Such a rep-
resentation encodes much of the data using few “active”
components, which makes the encoding easy to interpret
[3]. However, because the sparse property given by NMF
is somewhat of a side-effect rather than a goal, one cannot
in any way control the degree of sparseness and it is data
dependent. Li et. al. [9] found that NMF representation
yields low recognition accuracy in ORL Face Database
and thus they proposed Local NMF (LNMF) which leads
to better classification performance.

However, NMF and LNMF basis do not display per-
fectly the local characteristics as there are still some
non-zero weight values in the feature. These values appear
as noise and contribute to the degradation of the recogni-
tion performance. In the proposed Spatially Confined
NMF (SENMF) method, basis images contain only spa-
tially confined feature regions. Recognition by component
paradigm can be effectively realized for face recognition
using SFNMF basis as each SENMF basis represents only
locally salient regions.

The outline of the paper is organized as follow: Section
2 presents the overview of feature extraction techniques.
Section 3 is devoted to the experimental results and con-
clusion is discussed in Section 4.



2 Feature Extraction Schemes

2.1 NMF

NMF finds an approximate factorization, X =WH
where X is the raw face data into non-negative factors W
and H. The non-negativity constraints make the represen-
tation purely additive (allowing no subtractions), in
contrast to many other linear representations such as PCA.
This ensures that the components are combined to form a
whole in the non-subtractive way.

Given an initial database expressed by a n x m matrix X,
where each column is an n-dimensional non-negative
vector of the original database (m vectors), it is possible to
find two new matrices (W and H) in order to approximate
the original matrix :

X=X=WH yhere W€ R, He R™ (1

We can rewrite the factorization in terms of the col-
umns of X and H as:

x, =% =Wh where xjeiK’",hjeiK’ for j= l,...n (2

The dimensions of the factorized matrices W and H are
n x r and r X m, respectively. Assuming consistent preci-
sion, a reduction of storage is obtained whenever r, the
number of basis vectors, satisfies (n+m)r < nm. Each
column of matrix W contains basis vectors while each
column of H contains the weights needed to approximate
the corresponding column in X using the basis from W.

In order to estimate the factorization matrices, an ob-
jective function has to be defined. We have used the
square of Euclidean distance between each column of X
and its approximation of X=WH subject to this objective
function:

n 2
© e (W,H>=Z‘1Hx,—Wth =|x —wH |
J=

This objective function can be related to the likelihood
of generating the images in X from the basis W and en-
coding H. An iterative approach to reach a local minimum
of this objective function is given by the following rules
[10]:

X,
W, « W, —* H
ia ia Zﬂ (WH ),-# ap (4)
W ia €— —W “
z W_/a
Xiﬂ
Haopw & Hany Wio —2 —
’ 2 )

Initialization is performed using positive random initial
conditions for matrices W and H. Convergence of the
process is also ensured. Fig. 1 (a) demonstrates the NMF
basis figures. These bases provide a sparse and part-based
representation of face images.

2.2 LNMF

LNMF [9] aims to improve the locality of the learned
features by imposing additional constraints. It incorporates

503

the following three additional constraints into the original
NMF formulation.

(D) LNMF attempts to minimize the number of ba-
sis components required to represent X. This implies that a
basis component should not be further decomposed into
more components.

2) LNMF attempts to maximize the total “activity”
on each component. The idea is to retain the basis with the
most important information.

3) LNMF attempts to produce different basis as
orthogonal as possible, in order to minimize the redun-
dancy between different basis.

LNMF incorporates the above constraints into the
original NMF formulation and defines the following con-
strained divergence as the objective function:

Ounr(W,H)=)" Xjlog —Xi+[WH i +aGi—BY_Di
i i (7)

where, o , g >0 are constants and C=W'W and
D=HH". The structure of the LNMF update for W is
nearly identical to that in Equation 4, 5; differing only in
the coefficient matrix H. The update for H now uses an
element by element square root to satisfy the three addi-
tional constraints:

Haop \/H“,Z Wi

Xi
[WH];

X iu
LNMEF basis are illustrated in Fig. 1(b).

2.3 SFNMF

SFNMF method is implemented through a series of
simple image processing operations to its corresponding
NMF basis image. Firstly, a number of r original NMF
basis are selected. Each basis is processed off-line to de-
tect the spatially confined regions. The maximum values
of the basis image are identified by thresholding a histo-
gram of pixel values and followed by the morphological
dilation operation to find a blob region. As a result,
SFNMF basis images where only pixels in the detected
regions have grey values copied from the corresponding
pixels in the original NMF image are created. The re-
maining pixels are set to zero.

SFNMF basis image only represents spatially confined
regions. This is intuitive with the idea of recognition by
components where spatially confined regions correspond
to the important facial features regions such as eyes, eye-
brows, nose and lips. SFNMF basis are shown in Fig. 1(c).
Fig. 2 demonstrates the SENMF process.

2.4 Face Recognition in Subspace

As in most algorithms that employ subspace projection,
NMF, LNMF, and SFNMF basis are learned from a set of
training images. Let @ denote the projection vector, the
columns of W are NMF, LNMF or SFNMF basis images.
During recognition, given an input face image, X, it is
projected to @=W'X,, and classified by comparison
with the vectors 'S. that were computed from a set of
training images by using three different distance metric,
namely L1 norm, L2 norm and cosine angle metric
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Fig. 1 (a) NMF basis (b) LNMF basis

NMF basis Maximum intensity
detected

(c) SENMF basis
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Fig. 2 Overview of Spatially Confined NMF

3 Experimental Studies

The experiments are conducted by using Faces-94 Es-
sex University Face Database (Essex) [11] and Korean
Face Database (KFDB) [12]. There are various aspects in
the Faces-94 Essex database which made it appropriate to
this experiment. Data capture conditions are subject to
photograph at fixed distance from camera, and individuals
are asked to speak to produce images of the same indi-
viduals with different facial expressions. This database
consists of 100 subjects with 10 images for each subject.
The set of the 3 images for the first 50 subjects are used
for training and another 50 subjects with 10 images are
used for testing. The image size after cropped is 61 x 73
pixels, 256-level grayscale. The face scale in the images
is uniform and there are minor variations in turn, tilt and
slant.

On the other hand, KFDB contains grayscale images
with eight directions in the illumination conditions,. There
are five kinds of expressions under two different illumina-
tion colors — neutral, happy, surprise, anger and blink
expressions. KFDB consists of 53 subjects with 10 images
for each subject. The set of 7 images for 50 subjects are
used for training and all subjects with 7 images are used

for testing. The image size after cropped is also 61 x 73
pixels.

An experiment is carried out by using a set of
r=2,3,4,5,6,7,8,9,10,20,40 to verify the performance rate
of NMF, LNMF and SFNMF using three different type of
distance metrics. Table 1 summarizes the NMF, LNMF
and SFNMF verification rate for Essex and KFDB. LNMF
leads to better classification performance in compared to
NMF. The proposed method, SENMF outperformed NMF
and LNMF. SFENMF proves to be able to detect more spa-
tially confined features in basis images.

Equal Error Rate (EER = (FAR+FRR)/2) is a measure
to determine the accuracy of biometric system. The lower
the EER, the better performance of the system. Fig.3
shows the EER comparison among NMF, LNMF and
SENMF for L1 norm and L2 norm. Cosine metric is ex-
cluded as the results obtained were incomparable to L1
norm and L2 norm.

The optimum verification rates for each method (NMF,
LNMF and SFNMF) with each distance metric are com-
pared using the Receiver Operating Characteristic (ROC)
Curve. This is depicted in Fig. 4 and 5. A ROC curve plots
the FRR against FAR at various thresholds. The closer the
plot lies to the axis, the better the performance.
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Fig. 3 EER diagrams for Essex and KFDB
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Table 1 NMF, LNMF and SENMF verification rate

Database|Metric MAF LPMAF SFERME
r | FARM | FRE(%)| TER(%)| » |[FARMGI|FRE{% [ TSR1%) FAR(%|FRE{%) | TSR{%)
Essex | L1 20| B.KO G.BE 93.38 |40] 3.14 311 9586 |40 2.45 2.44 97 54
L2 40| 556 5.55 O4.432 140 311 311 9588 (40| 229 3.28 95,70
Cosine| 40| 513 E.71 94 62 40| 507 4.84 9495 |40 595 E.00 94 .03
KFDBE [ L1 4 | 32.42 3396 | 6741 [20] 3236 | 3396 | BF.48 2610 | 26.24 73.88
L= 9| 3262 3270 | 6736 (10| 3223 | 3235 | G776 2826 | 29 29 7074
Cosine| 3 | 38.36 3|27 | B1B4 [ 2| 3472 | 3765 | B4.98 30.91 31.27 B9 05

ROC diagram for Essex - NMF

ROC diagram for Essex - LNMF

ROC diagram for Essex - SFNMF
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Fig. 4 ROC diagrams compare NMF, LNMF and SFNMF for Essex database
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Fig. 5 ROC diagram compares NMF, LNMF and SFNMF for KFDB

Conclusion

In this paper, SEFNMF is proposed to achieve better
face verification rate. This method is intuitive with the
notion of “recognition by components” which is beneficial
to the problem of face recognition under partial occlusion
and local distortion. The aim is to learn more spatially
confined features in NMF basis components suitable for
the task of face recognition. The basis derived by SEFNMF
is more significant compared to the original NMF and
LNMF. Additionally, SENMF achieves higher verification
rate.
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