
Using N o n-negative S p arse P ro fi les in a H ierarch ical

Featu re E x tractio n N etw o rk

Ingo Bax, Gunther Heidemann and Helge Ritter

Neuroinformatics Group
University of Bielefeld

P.O. Box 10 01 31, D-33501 Bielefeld, Germany

Ab s tr a c t

In this contribution w e utiliz e recent advances in feature

coding strategies for a hierarchical N eocognitron-like neu-

ral architecture, w hich can be used for invariant recogni-

tion of natural visual stimuli like objects or faces. Several

researchers have identifi ed that sparseness is an important

coding principle for learning receptive fi eld profi les that

resemble response properties of simple cells in visual cor-

tex. How ever, an ongoing discussion is concerned w ith the

question w hether sparseness should be imposed on the la-

tent variables � as implicitly done in ICA or Sparse Coding

� or if it should rather be imposed directly on the feature

matrix. Since answ ers to this question have so far not been

unique and w ere rather qualitative in nature, this paper in-

vestigates the tw o possibilities by applying a recently in-

troduced algorithm for N on-negative Matrix Factoriz ation

w ith Sparseness Constraints ( N MFSC) to feature learning

in a hierarchical recognition netw ork. For this netw ork, w e

compare recognition performance on several diffi cult image

datasets under varying sparseness settings.

1 I n t r o d u c t io n

While c om p u tation al vision has m ad e sig n ifi c an t

p rog ress in the rec og n ition of isolated ob jec ts u n d er fi xed

im ag in g c on d ition s, u n restr ic ted en viron m en ts are still a

m ajor c hallen g e. S in c e b iolog ic al vision is hig hly su c c ess-

fu l in solvin g p rob lem s lik e illu m in ation variation , c lu t-

tered sc en es, ob jec t d eform ation s an d oc c lu sion , c om p u ter

vision researc h in c reasin g ly d raws u p on p hy siolog ic al an d

p sy c hop hy sic al fi n d in g s. M od er n ap p roac hes that follow

this p arad ig m often rely on the early fi n d in g s b y Hu b el an d

Wiesel [ 6 ], who d eter m in ed rec ep tive fi eld s of simple cells

an d complex cells in the p r im ar y visu al c or tex of m am m als,

an d b y B ar low [1], who an aly z ed the b ehavior of these c ells

an d fi rstly su g g ested that their resp on se p rop er ties m ig ht

em erg e from an effi c ien t c od in g strateg y in the sen se of in -

for m ation theory .

A c om p u tation al m od el to ac c ou n t for the id ea of effi -

c ien t c od in g was in trod u c ed b y Olshau sen an d Field [ 9 ],

who p rop osed the n otion of sparse coding as a strateg y

of learn in g rec ep tive fi eld s from n atu ral im ag e d ata. T he

m ethod p rod u c es resu lts q u alitatively sim ilar to those ob -

tain ed b y I n d ep en d en t C om p on en t An aly sis ( I C A) [2].

A rec og n ition ar c hitec tu re that is b ased on a hierar c hi-

c al org an iz ation of lay ers of sim p le an d c om p lex c ell ar ray s

was in trod u c ed b y Fu k u shim a [ 4 ], c alled the N eocognitron.

T he n etwork p erfor m s in varian t rec og n ition of sim p le vi-

su al stim u li lik e p ap er c lip ob jec ts. M ore rec en tly , Wersin g

an d Kör n er [11] in trod u c ed a variation of the Neoc og n i-

tron ar c hitec tu re, whic h learn s rec ep tive fi eld p rofi les u sin g

a sp ec ial ty p e of sp arse c od in g alg orithm with in varian c e

c on strain ts to p erform rob u st rec og n ition of n atu ral stim u li,

e.g . ob jec ts an d fac es. T he au thors c ou ld show aston ish-

in g in varian c e p erform an c e on a variety of d isr u p ted test

d atasets.

T he p resen t work exten d s the ap p roac h of [11] b y in -

c or p oratin g rec en tly p rop osed ad van c es in featu re c od in g

strateg ies:


 C hen n u b hotla an d J ep son [3] showed that sp arse c od -

in g in som e c ases fails to extrac t a “ g ood ” rep resen ta-

tion of the d ata an d su g g ested to im p ose the c on strain t

on the featu re m atr ix in stead .
 L ee an d S eu n g [ 7 ] p rop osed that a n on - n eg ativity c on -

strain t shou ld b e im p osed on the m atr ic es to ob tain

p ar ts b ased rep resen tation s an d in trod u c ed two alg o-

r ithm s for Non - n eg ative M atr ix Fac toriz ation (NM F),

that c an b e u sed to m od el rec ep tive fi eld lear n in g .
 Hoy er [ 5 ] arg u ed , that NM F n ot alway s su c c eed s

to extrac t p ar ts b ased rep resen tation s an d in trod u c ed

an en han c em en t, that allows to exp lic itly c on trol the

am ou n t of sp arsen ess in b oth the featu re m atr ix an d the

laten t variab les, whic h he c alls Non - n eg ative M atr ix

Fac toriz ation with S p aren ess C on strain ts (NM FS C ).

T he m ajor ad van tag e of NM FS C is that form er ap -

p roac hes are su b su m ed (at least q u alitatively ), therefore,

NM FS C allows to in vestig ate the effec ts of n on - n eg ativity ,

sp arsen ess on the featu re m atr ix an d sp arsen ess of the laten t

variab les (or even all of them tog ether) in a c om m on fram e-

work . T he g oal of this c on tr ib u tion is to in teg rate NM FS C

in to the Neoc og n itron - lik e ar c hitec tu re of [11] an d to in ves-

tig ate the effec ts of c om b in in g the afore said m ec han ism s.

S ec tion 2 d esc r ib es the hierar c hic al m od el, sec tion 3

b r iefl y su m m ar iz es the featu re c od in g p roc ed u re. Fin ally ,

q u an titative exp erim en tal resu lts are p resen ted in sec tion 4 .

2 T h e H ie r a r c h ic a l M o d e l

Fig u re 1 shows a d iag ram of the hierar c hic al m od el that

is u sed for the exp erim en ts in this p ap er. I t is related to

the arc hitec tu res p rop osed in [ 4 ], [11] an d [10 ]. I t has the

followin g p rop er ties:
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Figure 1: The Hierarchical Model. The network consists

of two alternating layers of simple and complex cell planes.

See text for explanation.

�
Topology: The model consists of ����� layers, in-

dexed ������������� and each holding ��� planes of two

types: simple cell planes  �! and complex cell planes" �! with #$�%�&�'���(�)� . The network input is a gray

value pixel image. In addition to notational conve-

nience, we set �+* �,� and refer to the input image as" *- . An edge between a complex cell plane
" ��. -! and

a simple cell plane  �! denotes a receptive field profile/ � !0 .�
Computing simple cell plane activation: The activa-

tion of simple cells in plane  �! is computed in two

steps: First, we sum up the results of convolution of

the activations of the complex cell planes of the previ-

ous layer
" �1. -0 with corresponding receptive field pro-

files
/ � !0 , 23�4���'�'�5� ��. - :

6 �! � 798 :9;< 0>= - " �1. -0@? / � !0BA (1)

where ? denotes convolution. Note for the simple

cells of the first layer the previous layer is simply the

input image.

Second, to compute the final (binary) activation of

each cell in  �! , the “winner takes most” plane-wise

competitive mechanism, introduced in [11], is per-

formed among all cells that are located at a positionCED A�FHG in the planes
6 �! A # �4���'�'� �I� :

 �! CED A�FHG �
JKKKL KKKM
N

if O � N orPQ 8RTS UWV X�YZ []\ � orPQ 8RTS UWV X�Y .�^ 81Z- .�^ 8 [`_ � ,� else,

(2)

where Oa�4bdc�e ! 6 �! CfD A5FHG , N [g\ � [ � is the “com-

petition strength” and _ � is the “activation threshold”

common to all planes in layer � . See [11] for a detailed

discussion on this nonlinear step.�
Computing complex cell plane activation: The activa-

tion of a complex cell plane
" �! (which is smaller in

size than the simple cell planes in the same layer) is

directly derived from its corresponding  �! plane. The

activation of a cell
" �! at position

C�D A5FhG is computed

by weighted spatial pooling over a neighborhood of

corresponding simple cells:" �! CfD A5FHG � <
S U�i1V X�i Ykj
l 8 S UWV X�YTm �

C�Don A5F n1p(D A5FhGIq " �! C�Don A5F n G�A
(3)

where r�� CfD A5FHG is a neighborhood function for layer � ,
that returns a set of corresponding cell positions in  �
within a square of s��utvsH� . m �

CfD n A5F n p(D A5FhG is a Gaus-

sian with variance s�� , centered at the
" -

cell position

corresponding to
CfD A5FhG .

Following [11], we choose for the experiments � - �xw and

use as fixed values for the first layer receptive field profiles,

i.e. for
/ - !- , #y�z���'�'��w , first-order even Gabor kernels at

0, 45, 90 and 135 degrees.

Using fixed profiles for the first layer is motivated by the

fact that efficient coding on natural image patches yields

Gabor like receptive fields [2, 9, 5]. The use of Gabor ker-

nels can thus be understood as a feature extraction which

is not specialized to a particular domain. Together with

the “winner takes most” nonlinearity, the first layer yields a

“general” segmentation of the input stimulus based on four

dominant edge orientations.

In contrast, the receptive field profiles
/|{ !0 used on the

second layer are domain specific. They are obtained by an

unsupervised feature coding strategy that analyses the typi-

cal activation patterns of the
" -

cell planes, while the net-

work is exposed to training images (section 3).

This way, a rejection behavior of ’unknown’ parts of a

stimulus can be achieved and utilized for recognition in the

presence of clutter (see section 4).

3 Feature Coding us ing NMFS C

To obtain a training set for the feature coding procedure

in layer 2, we first apply layer 1 of the network to a set of

training images. Sample patches of size }h~��3t�}�~�� are ex-

tracted at random positions from the activation of
" -

cell

planes. Concatenating these sample patches yields vectors

of dimension }h~�� q }�~�� q � - . The vectors are used as the

columns of a data matrix � which is subsequently decom-

posed using the NMFSC algorithm proposed in [5].

The algorithm solves the problem �z����r , where �
denotes the feature matrix and r the latent matrix. The

inner dimension of ��r is set to � { . The solution is ob-

tained by minimizing the MSE between ��r and � under

explicit sparseness constraints
N [ ��� [ � (the sparseness

of columns of � ) and
N [ rd� [ � (the sparseness of rows

of r ), and the additional constraints of non-negativity for
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matrices � and � . The algorithm also allows to omit ���
or �d� causing the standard learning rules of [7] to be used

(refer to [5] for details).

After decomposition, each column � of � is normalized

and the values are used to obtain the receptive field profiles�3�)�� , for ���4���'�'�5� � and �3���&�'���(��� .
4 E x p erimental Results

In this section we describe the experimental setup that uti-

lizes the introduced architecture for invariant object recog-

nition by applying a standard Nearest Neighbor Classifica-

tion scheme on � � activations. This allows us to compare

the ”goodness” of different receptive field profiles in quan-

titative terms of classification performance. We experiment

with two different datasets:

�
Dataset 1: This dataset contains 3600 images of size�
���v�W�

, i.e. 72 views of each of 50 different objects,

taken from the first 50 objects of the COIL-100 image

library [8 ]. The dataset is divided into disjoint sets�� �¡5¢�£ ¤
(all even numbered views) and

�� �¥ �   (all odd

numbered views). Additionally, we distort the images

in
�¦ �¥ �   by random translation of + /- 5 pixels in x- and

y-direction and random scaling of + /- 10% .�
Dataset 2: This dataset is similar to Dataset 1, but

more difficult, in that the test images are addition-

ally distorted by random background-clutter. Clutter

is generated by randomly combining views taken from

the remaining 50 objects from the COIL-100 image li-

brary [8 ].

4.1 O p tim iz e d v s. Ran d o m P ro fi le s

In this experiment we consider two settings: In the first,

we generate random � � profiles, in the second, we ap-

ply the feature coding scheme described in section 3 us-

ing
�  �¥ �   (which is identical for Dataset 1 and Dataset 2),

to obtain � � profiles that are optimized to ”fit” the image

domain. (Note, that the sparseness parameters are omitted

here, so standard NMF [7] is applied. The influence of the

sparseness parameters will be analyzed in the second exper-

iment in the next section).

Using these two settings, we vary the number of views

that are used for training from 1 to 36. For each number, the

training images are processed by the network, and for each

example the activation of the complete � � layer is stored

in a database together with the class label information. We

then pass the test images from
�d 1¥ �   (which are different for

Dataset 1 and Dataset 2) through the architecture and per-

form a Nearest Neighbor comparison of the � � activations

with the database to obtain the classification answers.

The result of this experiment is shown in Fig. 2. Inter-

estingly, for Dataset 1 (Fig. 2, left), the classification rates

for optimized profiles exhibit no significant improvement

over the random profiles. However, for Dataset 2, a signifi-

cant improvement can be observed. From this we conclude

that the advantage of ”tuning” the � � profiles to the image

domain (here by using standard NMF) is that the overall ro-

bustness to distortion by clutter can be improved to a certain

extend.
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Figure 2 : To p : R es ults of ex p erim en t 1 on Datas et 1. No

s ign ifi c an t p erform an c e im p rovem en t of th e op tim iz ed p ro-

fi les over ran d om p rofi les c an b e ob s erved . B o tto m: R es ults

of ex p erim en t 1 on Datas et 2 . For th e c luttered d atas et, th e

op tim iz ed p rofi les ex h ib it b etter p erform an c e th an ran d om

p rofi les . I n all c as es th e values rep res en t th e average p erfor-

m an c e over 2 0 rep eated run s . To p rovid e an im p res s ion of

th e ” d iffi c ulty ” of th e d atas et, in b oth p lots th e NNC -c urve

d en otes th e p erform an c e of a Neares t Neigh b or-C las s ifi er

ap p lied to th e un p roc es s ed in p ut im ages .

4.2 S p a r s e n e s s Co n s t r a in t s

B as ed on th e res ults from th e fi rs t ex p erim en t, we n ow

an aly z e wh eth er th e c las s ifi c ation p erform an c e c an b e fur-

th er im p roved b y im p os in g ex p lic it s p ars en es s c on s train ts

on eith er th e feature m atrix § or on th e laten t m atrix ¨ .

Th is c an b e d on e b y c h oos in g d ifferen t values for §ª© an d¨d© , res p . from th e in terval « ¬h­�®�¯ (refer to s ec tion 3 an d [ 5 ]

for d etails ) .

S in c e th e res ults of th e fi rs t ex p erim en t s h ow th at s atura-

tion of th e c las s ifi c ation p erform an c e s tarts for ap p rox . 15

train in g views , we will us e th is fi x ed n um b er for th e follow-

in g ex p erim en t.

I n ord er to an aly z e th e effec t of im p os in g a s p ars en es s
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constraint on the latent variables (lik e implicitly done on

sparse coding and ICA), in a first setting we assign an in-

creasing number between 0.025 and 0.9 7 5 to °�± with an

increment of 0.025 (the ²�± parameter is omitted). The re-

sults for 20 repeated runs are shown in Fig. 3, top. The

dashed curve shows the average classification performance

and the error-bars represent the standard deviation for the

current amount of sparseness. For comparison, the hori-

zontal dotted line represents the average performance of the

network using standard NM F and 15 views for training (see

experiment 1). The result shows, that no stable significant

improvement can be achieved for this case.

Figure 3, bottom, shows the results of the same exper-

iment for sparseness constraints on the feature matrix. In

this case, the result is more stable and a slight improvement

of the classification rate can be observed for ²�± values be-

tween 0.4 and 0.6 .

From the results in this experiment, we conclude that

imposing sparseness constraints does yield a slightly bet-

ter performance in the current application, but that the con-

straints should be imposed on the feature matrix rather than

on the latent variables.
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Figure 3: Results of experiment 2: An explicit sparseness

constraint is imposed on the latent variable matrix ³ (top),

and on the feature matrix ´ (bottom). See text.

5 S u mma r y a n d Co n c lu s io n

In this contribution we utilize a recently proposed method

for efficient coding called NM FSC for receptive field pro-

file optimization in a hierarchical model of object recogni-

tion. We found that profiles, which are optimized using this

method exhibit a certain ”clutter-rejection” property when

compared to random profiles. M oreover, the application al-

lows us to analyze the effect of imposing different sparse-

ness constraints on the feature matrix or on the latent vari-

ables in q uantitative terms of classification performance.

We found that a slightly better classification performance

can be achieved by applying the constraints to the feature

matrix, but this effect can not be observed for the latent

variables.
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