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Robust Face Recognition under various illumination conditions
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Abstract

We propose a method of face identification under
various tllumination conditions. Because we use im-
age based method for identification, the accuracy po-
sition of the face is required. First, face features are
detected, and the face region is determined using the
features. Then, by registering the face region to the
average face, the horizontal position of the face is ad-
justed. Finally, the size of the face region is adjusted
based on the distance of two eyes determined from all
input frames. Because the size of the normalized face
image is the same for all faces, the face length feature is
lost in the normalized face image. The face is classified
into three categories according to the face length, and
the subspace is generated in each category so that the
face length feature is preserved. We demonstrate the
effectiveness of the proposed method by experiments.

1 Introduction

Purpose of this study is to develop a face identi-
fication system under various illumination conditions.
The input of this system is images of a person taken by
the user. Many methods of face identification are pro-
posed, but few of them consider illumination change.

One of methods is the use of PCA [1]. Because only
one image is used, the method may fail under vari-
ous facial expressions. Fukui proposed the constrained
mutual subspace method(CMSM) [2], which uses an
image sequence.

Because the CMSM requires the accurate face posi-
tion, Fukui[2] detects pupils and nostrils for face reg-
istration. If view point changes, nose detection may
fail. In addition, if a face is illuminated from one side,
shadows cast around features or in non-feature regions
may cause misalignment of the face features or detec-
tion error. We adjust the face position by matching
the face normalized based on the face features and an
average face.

One of factors that affect recognition rate is illu-
mination. Because two-dimensional facial pattern is
amenable to illumination, we approximately normalize
illumination by image processing.

Another factor is the face length feature. If a face is
normalized based on the face features, the face length
feature is lost. We classify faces into three categories
according to the face length, and match unknown face
image to these in each category.
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Figure 1: Result of face region extraction

2 Face detection and registra-
tion

2.1 Face region extraction

Because the skin color varies depending on illumina-
tions and individuals, we determine the skin color in
every frame from the region which is clearly a part of
the face. The face must be near the center of the im-
age because the image is taken by the user. In the first
frame, the region is set at the center of the image. If
the face was detected in the previous frame, the region
is set at the center of the detected face. The size of the
region is defined as 50 x 50 pixels. The pixel values
in the region are projected into the YUV space. The
skin color is determined to be (U, V) which gives the
peak of the two-dimensional histogram of U and V.
The skin pixel is defined to be the pixel whose value in
the UV space is closer to the skin color than a thresh-
old (Figure 1(b)). The face region is determined by
extracting the largest connected region of those pixels
and by filling blanks (Figure 1(c)).

2.2 Feature detection

We detect six face features (eyebrows, eyes, nose and
mouth) in the face region. These features have follow-
ing common characteristics.

e The direction is horizontal and the shape is ellip-
soid.

e The brightness is darker than surrounding neigh-
bors.

Pixels which satisfy the above conditions are extracted.
The candidates for the face features are extracted as
the connected region of those pixels. The position of
each candidate is determined to be the center of cor-
responding region.

If the face is illuminated from one side(Figure 2(a)),
the contrast is different between the bright region and
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Figure 2: Result of feature detection

the dark region(Figure 2(b)). If one threshold is used,
feature detection may fail in the dark region(Figure
2(c)). Therefore, we divide the facial region into two
regions based on the brightness (Figure 2(d)), and de-
tect face features by thresholding by a different thresh-
old in each region (Figure 2(e)).

Each face feature is determined to be the candi-
date which has the strongest matching probability
(Araki[3]).

2.3 Normalization of the face image

In order to identify individuals, the size and the po-
sition of the face are normalized based on the distance
of two eyes. By letting (ye,yre) and (ze, yie) denote
the position of the right and left eyes, the distance of
two eyes D, is defined as

D, =z, (1)

First, we temporarily normalize the size and the po-
sition of the face. The face region is approximated by

(2)
3)

where (e, Yee) is the position of the center of two eyes.
The temporal face image is generated by normalizing
the image in the square region into 20 x 20 pixels.

Because the temporal face image is normalized based
on the face features, the misalignment of the face fea-
tures causes the misalignment of the face. If shadows
are cast on either side of the face features, it is diffi-
cult to detect the accurate position of the face features.
Furthermore, if pupils move, the position of eyes may
be misaligned (Figure 4(a)).

Here, we correct the horizontal misalignment by us-
ing the average face (Figure 3). Let u(z) denote the
vector composed of the pixel values of the face image
moved z pixels horizontally. The best position is deter-
mined based on the similarity between the face image
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Figure 3: Average face
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Figure 4: Result of registration using the average face

u(x) and the average face v (Figure 4(b)). The simi-
larity S is defined as

u(z)’v

lu(z)[|v|

The best face position z satisfies the following condi-
tion:

S(z) = (4)

()

If the size of the face in the face image is different
between the input face and the training face, identi-
fication by the CMSM may fail. The face size may
vary in each frame if the face features are not detected
accurately. (Figure 5(a)).

Because the face size must not change in the input
images of two seconds, the size of all faces is determined
from the peak of the histogram of distance D.. The
positions of eyes are adjusted in each frame so that
the distance between two eyes corresponds to the one
which gives the peak value (Figure 5(b)).

a)Faces of dlfferent sizes
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Figure 5: Result of registration using the distance be-
tween eyes
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Figure 6: Result of nromalization of illumination

3 Face identification

We use the CMSM for identification. First, the face
image is converted to the grayscale image. Because the
CMSM uses the vector composed of the pixel values of
the face image, the effect of the variation of the illumi-
nation condition needs to be removed. In addition, if
the face is normalized into one size, the length of the
face is lost.

First we normalize illumination, and then solve the
problem of the face length.

3.1 Normalization of illumination

We assume that the front face is approximated by
a part of an ellipsoid except a nose. If the face is il-
luminated from one side, this side of the face become
brighter. We approximately normalize illumination in
such a case.

The face is horizontally divided into two regions by
the brightness, and eight regions are generated by ver-
tically dividing into four regions according to the face
features (Figure 6(b)). Assuming that the pixel val-
ues are distributed as normal distribution, the average
and the variance of the right and left region divided
according to the face features are adjusted. Near the
boundary lines, pixel values are smoothed. Figure 6(c)
shows an example of normalization of illumination.

3.2 Subspaces depending on the face
length

Because the face is normalized based on two eyes,
the position of the mouth is not normalized. There-
fore, the mouth may be out of the face image (Figure
7(b)). There are two ways of solving the problem of
the mouth. One is to normalize the face based on two
eyes and the mouth, and the other is to change the
size of the face. If the face is normalized based on the
eyes and the mouth, the face length information may
be lost (Figure 7(c)). Therefore, we select the way to
change the size.

First, we classify faces into three categories accord-
ing to the ratio, which is defined as

Ym — Yee

R =
D.

(6)

where y,, is the y coordinate of the mouth. The clas-
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Figure 7: Loss of the face length information

Jah

ol ahs
Ia

&

(a)Face in the
category C=1
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Figure 8: Examples of training face

sification C of the face with R is expressed as

C=1 if(R<1.050)
C=2 if(1.050 < R<1.172) (7)
C=3 if(1.172< R)

The height/width ratio in each category is defined as

1.0 (for C=1)
1.1 (for C =2)
1.2 (for C =3)

In the training phase, the face is classified according
to the ratio of the distance of two eyes to the vertical
distance between the center of two eyes and the mouth.
Each distance is determined to be the peak of the his-
togram of the distance. The subspace is generated in
the category.

Because the face length of a person may vary due to
the change of the view point, the face in the category C'
may become category C' =+ 1. Therefore, the subspace
is generated in the category C' +1(1 < C < 3). Figure
8 shows examples of the face images generated in the
training phase.

In the identification phase, the input face is classified
into a category in the same way and identified in the
corresponding subspace.



Table 1: Identification rate
illumination the original our method
condition CMSM
condition 2 86.7% 90.0%
condition 3 80.0% 90.0%
total 83.3% 90.0%
4 Experiment

We consider the following three illumination condi-
tions:

1: Upper fluorescents.
2: Upper fluorescents and a lamp from left.
3: Upper fluorescents and a lamp from front.

We collect faces of 30 individuals under the above con-
ditions. The faces under condition 1 are used for train-
ing, and the rest of the faces are used for identification.
We compare our method with original CMSM|2].

Table 1 shows the identification rate. The identifica-
tion rate by our method is better in both illumination
conditions.

Figure 9 shows examples of identification which
failed by the original CMSM and succeeded by our
method. Normalized face images used for identifica-
tion by each method are shown in Figure 10, where
(b) and (e) are generated by the original CMSM from
input image in the upmost image and the middle im-
age in figure 9 respectively. In (b), because shadows
are cast around the right pupil and the shadow of the
left nostril get smaller, the position of the right pupil
is misaligned toward right, and that of the left nostril
is misaligned upward. Therefore, a part of the mouth
is out of the normalized face image. In (e), because
the shadows of two nostrils get smaller, the position of
nostrils is misaligned upward. Therefore, a part of the
mouth is out of the normalized face image.

Normalized face (c¢) and (f) in the figure 10 are gen-
erated by our method. The mouth is contained in (c)
and (f), and the position of the right eye is adjusted in

(c).
5 Conclusion

In this paper, we have proposed a method of face
identification under illumination from front or one side.
The proposed method applies registration using the av-
erage face and the results of face detection in all frame
of input. In addition, the proposed method classifies
faces into three categories according to the ratio of the
distance of two eyes to the vertical distance between
the center of two eyes and the mouth, and generates
the subspace in each category. We have shown that the
proposed method is robust against various illumination
conditions.

The future work includes identification under back-
lighting, evaluation with a larger number of per-
sons, and normalization of illumination considering the
shape of the face.

(a)One of input (b)Identification (c)Identification
images result by the result by our
original CMSM method

Figure 9: Examples of identification result

a)Training face

b)Normalized face in (c)Normalized face

the original CMSM in our method
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d)Training face (e)Normalized face in (f)Normalized face

the original CMSM in our method

Figure 10: Examples of the normalized face image in each
method
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