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1 Introduction

To keep security, video surveillance cameras have been
installed in public space such as convenience stores,
streets, A TM , etc. The number of such cameras is
increasing rapidly. W hen an incident happens, the cir-
cumstances of incidents can be confi rmed by review -
ing the recorded scene. H ow ever, many of the cur-
rent surveillance systems record continuously every-
thing w ith low frame rate (for ex ample 4 frames/ sec.)
even w hen nothing happens. B ecause of lack of re-
trieval function, the current user of the surveillance
system has to review every bite of information to fi nd
the parts w here the incident is recorded. S ince a static
camera is used for video surveillance in most cases,
a lot of the information recorded is redundant such as
the backg round of the scene and w hen nobody is in the
scene. The review ing of such redundant information
can create a loss of time w ith dramatic conseq uences.
A lso the system often fails to record very important in-
formation such as frontal face because of its low frame
rate.

To overcome such draw backs of the current surveil-
lance system, w e should develop a method to retrieve
scenes w here some moving objects are recorded. A lso
an effi cient video compression alg orithm has to be de-
veloped to increase its frame rate and reduce the re-
q uired storag e.

F or a case of static camera, a typical approach to
detect moving objects is backg round subtraction. If
there are some moving objects in the current imag e,
the diff erences at the points corresponding to the mov-
ing objects become larg e. The moving objects can be
easily detected by thresholding the diff erences. In real-
istic situation, how ever, the backg round may g radually
or suddenly chang e because of the day lig ht chang es
or movements of the eq uipments, etc. To treat such
chang es in the backg round, the adaptive backg round
estimation method has been proposed by one of au-
thors [1 , 2 ]. In [3 ] a method is proposed to use G aus-
sian M ix ture M odels w ith pix el values to modelize the
backg round.

In this paper w e address the problem of recording
and retrieving scenes of interest from a static cam-
era for a video surveillance system. H ere w e consider
seq uences of local blocks instead of seq uences of pix el
values in the case of backg round subtraction. To model

a seq uence of a local block, w e use an adaptive vector
q uantizer (A V Q ). B y applying a vector q uantizer to a
seq uence of a local block, w e can represent the seq uence
by some of code vectors (codebook). This corresponds
to modeling multiple backg rounds appearing in the se-
q uence. Then novelty of a new block can be easily
detected by checking the distances betw een the new
block and the code vectors. This makes moving object
detection possible. A lso by representing the seq uence
using a codebook the req uired storag e is reduced and
approx imation of all blocks in the seq uence can be re-
g enerated from the stored codebook. To maintain in-
formation on the current backg round, the code vectors
are stored in a stack in the order of the occurrences.
A lso a small memory of its history is assig ned to each
code vector of the codebook allow ing a forg etting fac-
tor of the vector w hen it has not been used for a long
time.

W e also present a method to remove noise from the
scene such as fl ickering by monitoring the codebook
evolution throug h time.

2 A da p tiv e V e ctor Q ua ntiz a tion

of S e q uence s of L oca l B lock s

A frame in video can be divided into small local blocks
M = B × B pix els (U sually B = 4 or 8 ). Then a
seq uence of frames in video can be view ed as a set of
seq uences of local blocks. W e assig n a vector q uan-
tizer for each block and each of the seq uences of local
blocks is modeled by using the vector q uantizer. B y
applying a vector q uantizer to a seq uence of a local
block, w e can represent the seq uence by some of code
vectors (codebook). This means that w e can model
multiple backg rounds appearing in the seq uence by its
code vectors. Then novelty of a new block can be eas-
ily detected by checking the distances betw een the new
block and the code vectors. This makes moving object
detection possible. A lso by representing the seq uence
using a codebook the req uired storag e is reduced and
approx imation of all blocks in the seq uence can be re-
g enerated from the stored codebook.

To maintain information on the current backg round,
the code vectors are stored in a stack in the order of
the occurrences. A lso a small memory of its history is
assig ned to each code vector of the codebook allow ing
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a forgetting factor of the vector when it has not been
used for a long time. These mechanisms make the
vector quantizer adaptive.

2.1 Adaptive Vector Quantization

Vector quantization (VQ) is used mainly for data com-
pression [4, 5 ]. L et T be the set of all possible vec-
tors for a task. Assume that T is separated into K

distinct regions (clusters) that exhaust T and each
of the regions is assigned a vector called code vector

θk, (k = 1, . . . , K). Then, given a x ∈ T , we can deter-
mine the region where it belongs to and we can adopt
the corresponding code vector instead of the original
vector x. If the code vectors do not change during the
task, they can be specified by some codes. This re-
duces the amount of storage required to represent the
original contents.

In [6 ], the authors used Adaptive Vector Quantiza-
tion for video compression. A frame is divided in L

blocks of M = B ×B pixels (Usually 4 or 8). A global
codebook is created for the full frame. If a good match
is found, then the codebook is not changed, and the
block from the codebook is used for approximation.
If no good match exists, then a new vector is created
from the block and added to the codebook while an-
other one is removed. This method works well for video
compression or tele-conference system.

In this paper, instead of using a codebook for the
whole frame, we prepare L independent vector quantiz-
ers and one vector quantizer is assigned to each block.
Their codebooks (code vectors) are maintained inde-
pendently.

L et {x
(l)
i
}t

i= 1 be a sequence of local block l (l =

1, . . . , L). Then a set of code vectors {θ
(l)
k
}K

(l)
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as distortion measure to design a vector quantizer, then
the optimum code vectors can be obtained as
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where C
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k

is the k(l)-th cluster and N
(l)
k

is the number

of vectors assigned to the cluster C
(l)
k

.

When a new frame is captured, novelty of each block
in the frame is checked and the corresponding vector

quantizer is updated. L et x
(l)
n e w the block l in the new

frame. The distances between the block x
(l)
n e w and the

code vectors θ
(l)
k

are computed. If the minimum dis-
tance is smaller than a pre-specified threshold T h , the
block is similar with one of the previously appeared
block in the sequence. Assume that the minimum dis-

tance is obtained to the cluster C
(l)
k

. Then the corre-

sponding code vector is updated by
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+ x
(l)
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If the minimum distance is larger than the threshold
T h , the block is considered as new and a new code
vector is created in the vector quantizer.

2.2 C odeb ook and stack

To maintain order of occurrences in a sequence of
blocks, code vectors of each vector quantizer are main-
tained in a stack. Figure 1 outline the typical behavior
of a codebook stack. At first the stack is initialized
with the code vector obtained from the first frame.
Then using the Adaptive Vector Quantizer algorithm
explained in the previous section, at each frame, nov-

elty of the block x
(l)
n e w is checked. If the block is new,

then the new code vector x
(l)
n e w is added to the top of

the stack. This is shown at t + 1 in in Figure 1. The
code vector D is added to the top of the stack. If the

block x
(l)
n e w is similar with one of the code vectors, the

code vector is put on the top of the stack and it’s values
are updated by using the equation (3). This is shown
at t + 2 in Figure 1. In this figure, the code vector A

is moved on the top of the stack.

Figure 1: AVQ stack

2.3 F org etting factor and h istory

To maintain frequencies of occurrences of the similar
blocks, we also associated a counter to each code vector
in a vector quantizer. E ach time a vector is updated,
the counter value is increased by one. O therwise, its
value is decrease by one.

The purpose of this counter is mainly to provide a
forgetting mechanism to the stack. This system is in-
troduced to allow to forget old code vectors that have
not been updated for a long time. For example, if
someone moved a chair in a room, the blocks located
at the previous position of the chair have to be re-
moved from the stacks if the chair is not put back to
it’s previous position.

Forgetting mechanism implemented in the current
system is very simple. When a counter reach zero, its
vector is removed from the stack. When a new vector is
added to a stack, the counter should not be initialized
at 1, because often noise happen, and a block initial-
ized at 1 would probably disappear at the next frame.
A value of 10 has proven to be enough to overcome
such problem. We have also defined an upper bound
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for the counter. This is to prevent an ’over-learning’
of a vector. For example if an object in the scene stay
for a very long time, say 10000 frames, it would take
the same amount of frames to forget it when it would
have moved. A high value allows to keep the value of
the background even when an object stay stationary
hide the background for a long time.

When using the counter with the stack, it is possible
to recall the history of a block. C ompared to tradi-
tional background extraction methods such as [1, 2],
this mechanism gives an improvement toward efficient
tracking of multiple backgrounds. Because traditional
background extraction can only keep one background
that slowly adapt with time. Our method can instantly
adapt to any change and also can keep in memory the
previous value of the background. If the change is only
temporary, we can recover the recent background from
the stack. With time the old background is forgotten
and only new backgrounds are kept in the stack. We
can also backtrack the moving objects in the frames by
accessing the vectors in the codebooks of each block.

3 Experimental result

We tested the algorithm on various stream of images.
Table 1 lists the information from the two main videos
used in the experiments. P okemon is the record of a
scene where an object (pokemon figure) is put at the
center of the frame and then the camera is suddenly
paned. This video was used to test the behavior of the
algorithm in case of sudden change of the scene back-
ground. TeaR oom is a one hour-video extracted from
a 24-hour video monitoring of a meeting room. The
TeamR oom is an uncontrolled environment with day,
night, and everyday situations (ex: people entering,
leaving and staying at the same spot for long time).
Every video has been recorded at 30 frames-seconds.

Table 1: Video information
Video S ize F ra m es D u ra tion

P okemon 320x240 3001 1 mins 30
TeaR oom 640x480 1039 50 60 mins

Figure 2 shows some frames sampled from the Tea-
R oom video. Someone come inside the room, take a
book, read a few pages of it, and then leave.

Figure 2: Samples frames

3.1 Scene detection

By monitoring the activity of the vector quantizers of
the frame, scenes of interest with moving objects can
be detected. When something is moving inside the
scene, new vectors are created or old ones are recalled.
A simple thresholding allow to start, and stop, the
recording of frames while moving objects are detected.

We define the measure of activity (MA) of the vector
quantizers for a frame at time t has

MA =
∑

l∈L

CV + U V , (4)

where CV is the number of created vectors, and U V

is the number of updated vectors.
Figure 3 shows the typical behavior of the mea-

sure of activity MA when someone enters the room
(frame 137 ), stays for sometimes, and leaves (frame
240). After that no one enter the room for sometimes.
If the measure of activity of the vector quantizers of
the frame is higher than 0, then the system records the
frames. A higher threshold could be used to record

Figure 3: Measure of activity

only large activity, such as recording heavy traffic on
road while discarding light traffic, or people when they
are close enough to the camera. The system is working
in real-time on a P entium 4 2Ghz processor.

3.2 Fast access

P reviously we have shown how to record only scene of
interest for the user. This fulfills one of our goal, but
another goal is to allow a fast access for the user to
those scenes of interest. While MP EG video format
allow for quick access using I-frames as reference ([7 ]),
it does not provide information about the relevance of
the scene recorded, or entry points to them. Using
MP EG, the user would have once again to review all
the recorded sequences one after another to find the
information he is looking for.

We designed a simple video coding-decoding format
based on the vector quantizers. Our coding algorithm
record the time lap between two recorded frames, then
for each recorded frames, we only saved the activity of
the vector quantizers. When a new vector is added,
we save its information with the codec. When a vector
is updated, only its code is transmitted. The decoder
reads the information from the file, and updates its
vector quantizers according to it.

For demonstration purpose, we designed a simple
interface using the decoder to provide quick access to
the interesting sequences where some moving objects
were recorded. The system read the file, and each time
a step between two frames is higher than a threshold S

a new sequence start. For each sequence, a thumbnail
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of the first frame is extracted, and can be used as a
fast access point. Figure 4 show the interface, with

Figure 4: Quick access interface

the quick access points on the left side, and the main
display window on the right side. A user can click on
the thumbnail on the right side, and instantaneously
the video will start to play on the left side starting
from the frame clicked by the user.

3.3 Treatment of flickering

In real situation, flickering introduces a lot of noise in
the frames and may creates changes strong enough to
trigger the recording of frames even when there is no
object of interest. To prevent this, a simple mecha-
nism to monitor the activities in the vector quantizers
is implemented in the current system. After moni-
toring the codebooks activity, it has been found that
flickering usually appear in the form of two vectors ro-
tating in the codebook. In case of flickering, at time
t, a vector A is activated. At t + 1, another vector
B is activated. At time t + 2, the vector A is once
again activated, and so on. This is the simplest case
of flickering. To remove such effects, activated vec-
tors in the stack through time are recorded to define
a pattern of a predefined size. Then we search if this

Figure 5: N oise Removal

pattern is already observed in the immediate past of
the sequence. If such pattern is found, then we decide
that there is flickering, and force the vector quantizer
to keep the same vector always activated until some-
thing break the pattern, like someone passing in front
of it. Figure 5 shows the typical behavior of the noise
removal algorithm.

3.4 R esults of the compression

Our goal is to provide an algorithm that can help the
user to quickly find what he is looking for, while keep-
ing all important information in a minimum of storage.
Table 2 show the results of the proposed Adaptive Vec-
tor Quantization compared to traditionnal continual
recording of all frames.

Table 2: Comparison of performance
Video A B C D

Pokemon 3001 375 39 Mb 5.7 Mb
TeaRoom 103950 26375 1322 Mb 42 Mb

In this table, A is the original number of frames, B

is the number of frames recorded by our method. C is
the original MPEG file size, D is the final size using
our encoder. In the current method, the original block
is stored as it is. Although there is no optimization
for compression, the required storage of the proposed
method is less than the standard video compression
method. The reason is that our method recordes only
the information of the moving objects in the scene of
interest. We used no compression algorithm at all, only
the raw data of the blocks are stored. With the help
of a simple interface, using the AVQ compression al-
gorithm to create access points to the recorded scenes,
instantaneous retrieval speed is achieve. Our proposed
method offer a practical and fast way to search for
scenes of interest recorded using the AVQ algorithm,
while providing high compression rate.
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