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Ab stract

In this paper we present a system for the reconstruc-
tion of 3 D mod els of architectural scenes from single
or multiple uncalibrated images. T he partial 3 D mod el
of a build ing is recovered from a single image using
geometric constraints such as parallelism and orthog-
onality, which are likely to be found in most architec-
tural scenes. T he approximate corner positions of a
build ing are selected interactively by a user and then
further refi ned automatically using H ough transform.
T he relative d epths of the corner points are calculated
accord ing to the perspective projection mod el. P artial
3 D mod els recovered from d iff erent viewpoints are reg-
istered to a common coord inate system for integration.
T he integrated 3 D mod el is then fi tted with piecewise
planar surfaces to generate a more geometrically con-
sistent mod el. T he acquired images are fi nally mapped
onto the surface of the reconstructed 3 D mod el to cre-
ate a photo-realistic mod el. A working system which
allows a user to interactively build a 3 D mod el of an
architectural scene from single or multiple images has
been proposed and implemented .

1 Introd uction

3D reconstruction of real scenes is one of the most
challeng ing task s in comp uter v ision [5 ]. In this w ork
w e hav e focused on the reconstruction of 3D mod els of
architectural scenes. O ne major d iff erence b etw een the
3D reconstruction of architectural scenes and g eneral
ob jects is that the former contains easily d etectab le
man-mad e features such as p arallel lines, orthog onal
lines, corners, etc. T hese features are imp ortant cues
for fi nd ing the 3D structure of a b uild ing . M ost re-
search on architectural scene reconstruction in the p ho-
tog rammetry community has concentrated on 3D re-
construction from aerial imag es [6 ]. Due to long -rang e
p hotog rap hy , aerial imag es are usually mod eled as or-
thog rap hic p rojection. A lthoug h the orthog rap hic p ro-
jection mod el is easier for aerial imag es, one major
d raw b ack is that most of the 3D reconstruction of ar-
chitectural scenes can only b e d one on the roofs of the
b uild ing s. O n the other hand , the p ersp ectiv e p rojec-
tion mod el is usually need ed for close-rang e p hotog ra-
p hy , w hich is cap ab le of reconstructing the comp lete
(36 0 d eg rees) 3D mod el of an architectural scene.
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3D mod els of architectural scenes hav e imp ortant
ap p lication areas such as v irtual reality (V R ) and aug -
mented reality (A R ). B oth ap p lications req uire p hoto-
realistic 3D mod els as inp ut. A p hoto-realistic mod el
of a b uild ing consists not only the 3D shap e of the
b uild ing (g eometric information) b ut also the imag e
tex ture on the outer v isib le surface of the b uild ing
(p hotometric information). T he g eometric and p ho-
tometric information can b e acq uired either b y rang e
d ata and intensity imag es, or b y the intensity im-
ag es record ed b y a camera. A llen et al [1 , 7 ] cre-
ated 3D mod els of historic sites using b oth rang e and
imag e d ata. T hey fi rst b uilt the 3D mod els from
rang e d ata using a v olumetric set intersection method .
T he p hotometric information w as then map p ed onto
those mod els b y reg istering features from b oth the 3D
and 2 D d ata sets. Dick et al [3] recov ered 3D mod -
els from uncalib rated imag es of architectural scenes.
T hey p rop osed a method w hich ex p loited the rig id -
ity constraints usually seen in the ind oor and outd oor
architectural scenes such as p arallelism and orthog o-
nality . T hese constraints w ere then used to calib rate
the intrinsic and ex trinsic p arameters of the cameras
throug h p rojection matrix using v anishing p oints. T he
E uclid ean mod els of the scene w ere reconstructed from
tw o imag es from arb itrary v iew p oints.

In this w ork , w e d ev elop a sy stem for 3D mod el re-
construction of architectural scenes from one or more
uncalib rated imag es. T he inp ut imag es can b e tak en
from off -the-shelf d ig ital cameras and the camera p a-
rameters for 3D reconstruction are estimated from the
structure of the architectural scene. T he feature p oints
(such as corners) in the imag es are selected b y a user
interactiv ely throug h a g rap hical user interface. T he
selected imag e p oints are then refi ned automatically
using H oug h transform to ob tain more accurate p osi-
tions in sub p ix el resolution. F or a g iv en set of corner
p oints, v arious constraints such as p arallelism, orthog -
onality , cop lanarity are enforced to create a 3D mod el
of the b uild ing . P artial 3D mod els reconstructed from
d iff erent v iew p oints are then reg istered to a common
coord inate sy stem to create a comp lete 3D mod el. T he
tex ture information is fi nally map p ed onto the b uild ing
to create a p hoto-realistic 3D mod el.

2 C amera Mod el and P arameter E sti-
mation

T he most commonly used camera mod el is the p in-
hole camera mod el. In this mod el the p rojection from
a p oint (Xi, Yi, Z i) in Euclidean 3-space to a point
(xi, y i) in th e im ag e plane can b e represented in h o-
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mogeneous coordinates by
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w here s is an arbitrary scale factor, and the 3×4 matrix

M =

[

m11 m12 m13 m14

m11 m22 m23 m24

m31 m32 m33 m34

]

(2)

is the perspectiv e projection matrix of the camera.
T he perspectiv e projection matrix can be further de-
composed into the intrinsic camera parameters and the
relativ e pose of the camera:

M = K[R t] (3)

T he 3× 3 matrix R and 3× 1 v ector t are the relativ e
orientation and translation w ith respect to the w orld
coordinate system, respectiv ely. T he intrinsic param-
eter matrix K of the camera is a 3 × 3 matrix and
usually modeled as

K =

[

fx γ u0

0 fy v0

0 0 1

]

(4 )

w here (u0, v0) is the principal point (the intersection
of the optical ax is w ith the image plane), γ is a sk ew
parameter related to the characteristic of the C C D ar-
ray, and fx and fy are scale factors. T hus, Eq . (1) can
be rew ritten as

sp = K[R t]P (5 )

w here P is a 3D point and p is the corresponding image
point (in homogeneous coordinates).

T he correctness of reconstructed 3D model depends
on the accuracy of camera parameters. C lassical cam-
era calibration methods [8 ] rely on fi x ed calibration
patterns. In this w ork , the primary goal is to recon-
struct 3D models of architectural scenes. S ince the
man-made structures usually contain parallelepipeds,
parallelism and orthogonality w ill be used for cam-
era parameter estimation. C onsider a parallelepiped
show n in F ig. 1, w hich resembles the v isible surface
of a building. T w o planes P0P1P4P2 and P0P2P5P3

are determined by the six points, P0, P1, P2, P3, P4

and P5. A ssume the corresponding image points are
p0, p1, p2, p3, p4, p5, then w e hav e

sipi = K[RPi + t] (6 )

for i = 0, 1, · · · , 5 by Eq . (5 ).
A s show n in [2], for a giv en parallelepiped in 3D

space, if the three angles betw een its adjacent edges,
θa b , θb c , θc a , and the image points of the six points of
its tw o adjacent faces are av ailable, then the pose of
the parallelepiped, intrinsic parameters of the camera
and the size of the parallelepiped can be determined by
solv ing polynomial eq uations of at most fourth degree.
F or a special case that θa b , θb c and θc a are right angles,
the eq uation can be further simplifi ed to a linear sys-
tem. T hus, the camera parameters can be found if the
corner points of a building are identifi ed. F urthermore,
the focal length of the camera can be estimated and
used for 3D model reconstruction in the nex t section.

F igure 1: P arallelepiped and a pinhole camera model

3 Three-Dimensional Model Recon-

stru ction

3 .1 Re c o n stru c tio n A lg o rith m

C hen et al [2] show ed that for any giv en parallel-
ogram in 3D space w ith k now n image coordinates of
four corner points, the relativ e depths of the four cor-
ner points can be determined. If w e consider the four
points P0, P1, P2 and P3, w hich forms a parallelo-
gram as show n in F ig. 1, then P0 + P4 = P1 + P2 by
the property of parallelogram in any w orld coordinate.
T hus, w e hav e

s0

[

u0

v0

1

]

= A

[

s1

s4

s2

]

(7 )

w here A is giv en by

[

u1 −u4 u2

v1 −v4 v2

1 −1 1

]

(8 )

w ith the corresponding image points pi = (ui, vi) for
i = 0, 1, 2, 4 . If the three points p1, p2, p4 are not
collinear, then A is nonsingular. T hus, the relativ e
depths, s1/ s0, s4/ s0, s2/ s0, of the 3D points are giv en
by

[

s1/ s0

s4/ s0

s2/ s0

]

= A−1

[

u0

v0

1

]

(9 )

if the corresponding image points are not collinear.
T he abov e algorithm calculates the relativ e depths

of the object points, i.e., s1/ s0, s4/ s0, s2/ s0, from their
corresponding image points p1, p4, p2 w ith respect to
p0. O nly the depth information is not suffi cient for
shape recov ery since the 3D model of the object con-
tains x and y direction information as w ell. T hus, w e
use the k now n focus length of the camera (obtained
from camera parameter estimation described in the
prev ious section) to constraint the relativ e positions
of the 3D points. T hat is, the focus length of the cam-
era is used as a factor to scale the displacement in the
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x and y directions with respect to the depth of the 3D
point.

For example, suppose P0 and P1 are two 3D points,
then we have

P0 ∼ s0p0 (10)

P1 ∼ s1p1 (11)

by the perspective projection. The ratio of P1 to P0

is given as

P1

P0

≈
s1P1

s0P0

=
s1[u1 v1 1]T

s0[u0 v0 1]T
(12)

In the above equation, the z direction information is
lost in the image coordinate system. To recover the
3D shape of the object, the z coordinate of P0 is fixed
as the focal length of the camera (in pixel), i.e., z = f
or P0 = [u0 v0 f ]T . N ow, if P0 is used as a reference
point as shown in Fig. 1, then we have

Pi =
si

s0

[

ui

vi

f

]

(13)

for i = 1, 2, 4.

3.2 Registra tion a nd Pose E stima tion

The goal of model registration is to combine two or
more partial 3D models acquired from diff erent view-
points to a complete 3D models. U sually the regis-
tration or pose estimation involve finding the rotation
matrix and translation vector for the transformation
between two diff erent coordinate systems. For any
given two partial 3D models of an object, the over-
lapping parts are used to identify the corresponding
3D points for the two models. The corresponding 3D
points are then used to find the rotation matrix and
translation vector.

Suppose there are two sets of 3D points to be reg-
istered. M ore precisely, if we want to find the rota-
tion matrix and translation vector for the data sets,
{x1,x2, ...,xn} and {y1,y2, ...,yn}, where xi and yi

are the corresponding points, for i = 1, ..., n . Then the
relationship between xi and yi can be written as

yi = Rxi + t (14)

L et the correlation matrix for the two data sets be

C =

n
∑

i= 1

wixiy
T
i (15)

To find the rotation matrix R, singular value decompo-
sition technique is used to rewrite C as C = UD VT

by Eq. (15). Since the rotation matrix must satisfy

RRT = I, we have

R = U





1 0 0
0 1 0
0 0 det(UVT )



VT (16)

by Eq. (15). Finally, the translation vector t can be
calculated by

t = ȳ − Rx̄ (17)

where x̄ and ȳ are the centroids of the two data sets,
respectively [4].

Figure 2: G raphical user interface

3.3 Mod el O ptimiz a tion

In this work, the 3D model is reconstructed using
parallelism and orthogonality of an architectural scene.
Thus, selecting feature points (edge points) which form
parallel or perpendicular lines is an important issue. In
the implementation, a graphical user interface is pro-
vided such that the user can manually select the cor-
ner points. Since the selected points are not always
accurate enough (for example, subpixel resolution is
not possible and the selection can be aff ected by the
radial distortion of the camera), an automatic corner
detection algorithm is applied on the neighborhood of
the selected points. H ough transform is then carried
out to find more accurate positions in subpixel resolu-
tion. For the images captured with short focal length,
the lens radial distortion parameter is approximated
by line fitting and then used for image distortion cor-
rection.

To use parallelism, orthogonality constraints and
force four corner points to be coplanar to create an
optimized 3D model, we first find the plane equations
for the coplanar points, say A, B, C, D, using least
squared fitting. Then the four points are projected on
the plane as points A′, B′, C ′, D′. Parallelism and or-
thogonality constraints are applied on the above four
points to obtain the points A′′, B′′, C ′′, D′′ which form
a rectangle. After the coplanar four points are deter-
mined, similar arguments apply to the planar surfaces
which are parallel and orthogonal to each other in or-
der to satisfy the geometric constraints.

If the roof of a building contains diff erent geomet-
ric primitives rather than rectangles (e.g., triangles or
trapezoids), parallelism and orthogonality constraints
cannot be directly applied. In this case, a 3D model
of the lower part of the building is first reconstructed
as a “ base-model” , which typically contains two per-
pendicular planar surfaces. The roof (i.e., upper part)
of the building is then reconstructed using coplanarity,
parallelism and equidistance constraints on the image
points corresponding to the roof and the 3D points
on the base-model. Commonly used equidistance con-
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Figure 3: Partial 3D shapes of the first experiment

Figure 4: Complete 3D model of the first experiment

straints include the same length of the left and right
sides of a triangle, and the same length of the diagonals
of a trapezoid.

4 Experimental Results

The described algorithms are tested on a number
of objects for the indoor environment and outdoor ar-
chitectural scenes. As shown in Fig. 2, a graphical
user interface are developed to assist users to select
approximate corner points interactively for 3D model
reconstruction. The first experiment is the 3D recon-
struction of a building. Fig. 2 shows the three images
taken from different viewpoints. The images are used
to create the partial 3D shapes of the object individ-
ually. For each image, the corner points are selected
manually by a user and the positions are automati-
cally refined by Hough transform. The reconstructed
partial 3D models with texture information using the
acquired images are shown in Fig. 3. The complete
3D model after registration and integration is shown
in Fig. 4.

For the structures of the objects containing non-
rectangular surface patches, camera parameters and
the “base-models” are first obtained from the lower
part of the objects. Additional image points associ-
ated with the upper part of the object are then added
with coplanarity and equidistance constraints. Fig. 6
shows the reconstructed partial 3D models from the
corresponding single input images shown in Fig. 5.

Figure 5: Input images of the second experiment

Figure 6: Partial 3D shapes of the second experiment

5 C onclusion and F uture Research

In this paper, we have presented a 3D model recon-
struction system for architectural scenes using one or
more uncalibrated images. The images can be taken
from off-the-shelf digital cameras. The feature points
for 3D model reconstruction are selected by a user in-
teractively through a graphical user interface. For a
given set of corner points from one viewpoint, paral-
lelism, orthogonality and coplanarity constraints are
applied to obtain the partial 3D shape of the building.
The complete (360 degrees) 3D model of the build-
ing is obtained by registering the partial 3D models
to a common coordinate system. Future research will
focus on using additional geometric constraints to cre-
ate more detailed 3D models of architectural scenes.
W henever it is possible, texture mapping which con-
tains occluding objects such as trees will be avoided by
using the images captured from different viewpoints.
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