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1 Introduction

As the amount of digital video is increasing, efficient
ways of searching and annotating it according to its
content are required. The first step toward video in-
dexing is to detect scene changes. A scene is usually
defined as a sequence of video frames with no signif-
icant changes between frames in terms of their visual
content. The simplest scene cut is represented by a
camera break, that is, an abrupt transition due to an
editing cut. More sophisticated changes are gradual
transitions such as dissolves, wipes, fade-ins, fade-outs,
resulting from chromatic, spatial, and combined edits.

In this paper we address the problem of abrupt
transition recognition or, briefly, video-cut detec-
tion. Most techniques of video segmentation works
on uncompressed data and rely on features such as
color histograms ([1]), tracking of feature points ([2]),
subsequent frame differences ([3]), and motion fea-
tures ([4]). Some algorithms have also been devel-
oped to work directly on MPEG-encoded video se-
quences ([5][6]), and have improved the computational
efficiency, video compression is also generally done
with signal-processing techniques capable of deriving
useful features, for example, motion vectors in MPEG.

While techniques that work in the uncompressed
domain usually achieve high robustness, techniques
that work directly on MPEG-encoded video are usually
faster. We propose an original method combining the
robustness of the uncompressed domain to the speed of
MPEG-encoded video and present the first experimen-
tal results. Almost all these methods rely on a thresh-
old selected by a human operator. Because it is not al-
ways easy to manually find a good threshold when sev-
eral features are used, the operator uses a near optimal
threshold. Sometimes, neural networks ([7]) are used
to determine these thresholds. While they can better
find relations between the features, they can be slow to
train. We are proposing an algorithm that can extract
seven features from MPEG-encoded information, three
features from DC components and four features from
B-frame macroblocks. We use these features to train a
Multi-class Support Vector Machine ([8]) to automat-
ically design a classifier for detecting video cuts.

The organization of the paper is as follows: Sec-
tion 2 provides a brief description of the MPEG video-
compression standard, while Section 3 describes details

on the proposed algorithm to detect cuts. Section 4
presents the results of an experimental study.

2 MPEG Video Encoding

To begin, we will briefly describe the relevant parts of
the MPEG video-compression standard ([9]). The syn-
tax for MPEG video defines three main types of coded
pictures organized into sequences of groups of pictures
(GOP) in MPEG video streams. The Intra-coded pic-
tures (I-frames) are obtained without exploitating the
temporal redundancy representing the reference frame
for other frames in the GOP. The Predicted pictures
(P-frames) are forward-motion-compensated encoded
pictures, starting from the previous I- or P-frame. And
the Bi-directionally predicted pictures (B-frames) are
forward- and backward-motion-compensated encoded
pictures, starting from the previous or following I or
P frames. Figure 1 outlines a typical GOP structure
(15-frame sequence of IBBPBBPBBPBBPBB) that is
used in coding video at a rate of 30 frames/sec.
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Figure 1: Typical MPEG group of pictures (GOP)

A video frame is divided into a sequence of non-
overlapping macroblocks. Each macroblock consist of
six 8 x 8 pixel blocks, four luminance (Y) blocks, and
two chrominance (CbCr) blocks. Each macroblock is
intra- or inter-coded. An I-frame is completely intra-
coded.

Since the coding for an I-frame does not refer to
any other video frames, it can be decoded indepen-
dently and thus provides an entry point for fast ran-
dom access to the compressed video. Each P frame
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is predictively encoded with reference to its previous
anchor frame, the previous I- or P-frame. Each mac-
roblock in the P-frame, is search for a local region in
the anchor frame that is a good match in terms of the
difference in intensity. If a good match is found, the
macroblock is represented by a motion vector to the
position of the match. This is normally known as en-
coding with forward motion compensation and we shall
refer to this type of encoded macroblock as an inter-
coded macroblock. If a good match cannot be found,
the macroblock is intra-coded like in the I-frames. An
inter-coded macroblock also has better compression
gain compared to intra-coded macroblocks. We ex-
pect that a small change in content between a P frame
and its anchor frame will result in more well matched
macroblocks in the anchor frame and hence fewer mac-
roblocks requiring intra-coding. To achieve further
compression, B-frames are Bi-directionally predictively
encoded with forward and/or backward motion com-
pensation references for their nearest past and/or fu-
ture I- and/or P-frames. Since B-frames are not used
as a reference for coding other frames, they can accom-
modate more distortion and thus higher compression
gain compared to I- or P-frames.

3 Cut Detection Algorithm

The method we propose sequentially reads the encoded
information from each B-frame of a MPEG movie.
This information is preprocessed before being used in a
Multi-class Support Vector Machine ([8]). The MSVM
gives the final category for the frame.

3.1 MPEG-encoded information pre-
processing

Our algorithm only uses information from the B-frames
because they achieve the highest compression and they
convey more useful information than I- and P- frames.
Junehwa and Boon-Lock ([10]), described a method of
extracting a small representation of the full frame from
compressed information using DC coefficients, not re-
quiring the frame to be fully uncompressed, thus saving
a great deal of computational time. This compressed
frame is called the DC image, and is represented in the
YUV color space. In our algorithm, we extract three
features from consecutive DC images.

The measure of difference between consecutive DC'
images is important in detecting cuts. Mean squared
error (MSE) is often used as the measure of difference
between two images. However, MSE is affected by ob-
jects moving in the frame or the abrupt appearance of
captions. To reduce the influence these intrusions have,
we used the robust mean squared error (RMSE) [11] in

our algorithm. Suppose the Y components of consec-
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In the robust mean squared error (RMSE), outliers
(pixels corresponding to moving objects) are detected
by accurately estimating the standard deviation and
the mean squared error is computed only with inliers.
Outliers between the consecutive Y components of DC
images YV and Y2 can be detected with the follow-
ing procedure[11]:

1. Compute the median of square errors €2 = med £2.

2. Compute the estimated standard deviation as o =
1.4826(1 + 7 )Ve2.

3. Determine pixels i as outliers if \/ £2 > 2.50.

Then, the robust mean squared error of the Y compo-
nent is obtained by calculating the mean squared error
of the inliers. We have called this feature RMSEY.
Color information is also important in measuring
the difference between consecutive images. The sec-
ond and third features are defined using the U and V
components of consecutive DC images. To extract the
U feature (CHU) and V feature (CHV), the sum of
the absolute difference in values in corresponding bins
of histograms is used. This is also called bin to bin
difference ([1]). Given two histograms hy and hg

1
Fvay =5 D abs(hali] = halil) (2)
1
where N is the number of pixels in a frame and factor 2
ensures that even for completely non-intersecting his-
tograms, the difference in frames is less than or equal
to 1.0.

In addition to the features extracted from DC' im-
ages, four more features are extracted from B frame
macroblocks. When a movie is encoded in MPEG for-
mat, B frames macroblocks can be coded using four
different types ([9]). For each macroblock, the en-
coder calculates the best motion-compensated mac-
roblock for forward-motion compensation (FWD). It
then calculates the best motion compensated mac-
roblock for backward motion compensation (BWD)
with a similar method. Finally, it averages the two
motion-compensated macroblocks to produce the in-
terpolated macroblock (IP). It then selects the one
with the best performance. After this step, if the mo-
tion compensated macroblock is only slightly better
than the uncompensated macroblock, then the mac-
roblock is coded in intra-mode (IA). While reading the
macroblock information from the movie, the system
counts how many macroblocks belong to each class.

The features RMSEY, CHU, and CHV are com-
puted for every frame of the movie, because we need
to compare the current B frame and previous I-, P- or
B-frame color information. The features FWD, BWD,
IP, and TA on the other hand are only computed for B
frames.
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3.2 Multi-class Support Vector Ma-
chine

We propose an algorithm for detecting shot bound-
aries with the Multi-class Support Vector Machine
MSVM ([8]). The MSVM is an extension of the origi-
nal binary classification Support Vector Machine SVM
algorithm.

Because we are only analyzing B frames, and cuts
may occur on any frame (I, P or B), we defined three
B-frame type classes: No Cut frames (NC), Before Cut
frames (BC), and On Cut frames (OC). The NC oc-
curs when there is no cut on the current B-frame, or
the next frame (I, P or B). The BC occurs when-ever
a cut appear on the next frame, or the second-next
frame when the cut is on a I- or P-frame, following
the current frame. For example, in the frame sequence
BBP, if a cut occurs on the P-frame, the previous two
B frames will be labeled BC. The OC occurs when the
current frame is a cut frame (first frame of a new se-
quence). We do not define an After Cut frame because
very often the MPEG-encoding information indicates
an important change just before a cut happens, and
less often after a cut.

The classifier was trained using a polynomial Kernel

k(z,2') = (y < x,x’ > +c)? (3)

and sub-sampled features of full video sequences in-
cluding scene cuts, and camera motion (the videos are
described in Section 4). We trained several MSVM
with different parameter settings to find the near op-
timal setting.

By analyzing the results of the classifier, the algo-
rithm can determine the cut-frame. In the following
MPEG sequence: PBBPBB, three situations can oc-
cur. There is no cut, and the classifier will give the
following result (only B-frames are analyzed) - NC NC
- NC NC. There is a cut on one of the B-frames -
BC OC - NC NC. The BC indicate that the following
frame is a cut, and this is confirmed by the OC. There
is a cut on a non B-frame - BC BC - NC NC. In that
case, usually the previous two B-frames are classified
as BC. Only the following non B-frame is set as the
cut-frame.

4 Experimental result

Numerous shot-boundaries detection algorithms have
been proposed and evaluated using different video se-
quences making it difficult to compare their perfor-
mance. We captured three long videos for our ex-
periments in MPEG2 320 x 240 pixel format at 30
frames per second, from television sources. Table 1
lists the information from the three videos used in the
experiments. All videos include fast camera motion
(panning, tilting, zooming), flash and special effects.
They also have several kinds of scene cuts, from a
simple camera brake to sophisticated fading and wip-
ing. As we focused on camera breaks, we ruled out so-
phisticated scene cuts from the experiments. News™1

and News_2 were TV news, with commercial breaks.
Kao_06-10 was a TV drama with commercial breaks.
All frames for all movies were manually labeled ac-
cording to the three classes used by the classifiers: No
Cut frames, Before Cut frames, and On Cut frames.
Because the proposed algorithm works directly on the
MPEG compressed domain, it can achieve real-time
performance. In most papers, experiments are done
on very short movie, a few thousand frames or seconds
at most, and few scene cuts or camera motions. To
show the effectiveness of our method, we choose to use
a very long video with a lot of scene cuts, and camera
movements.
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Video Erames Shot boundaries Duration
News™] ‘)R’RQK 105 14 mins
News=2 1 7,Qﬁ1 58 9 mins
Kao=06-10 10‘7’?‘)Q 991 52 mins

The MSVM was trained using 13,400 frames sub-
sampled from News™l and News™2 including scene
breaks, camera motion, and flash.

Many algorithms have been proposed to detect scene
cuts, using different video sequences for evaluation. To
provide a comparison, we tested three well-known al-
gorithms against three of our own methods using the
videos we captured. For the well-known algorithms,
we programmed the MSE as defined by Eq 1, a Color
Histogram (CH) ([1]) with bin to bin difference as de-
fined by Eq 2, and Rapid Scene Analysis on Com-
pressed Video (RSACV) ([5]). For our own methods,
we programmed the RMSE defined in Section 3.1, a
simply modified Categorization And Regression Tree
(CART) ([12]), and the MSVM.

Prior to use MSVM as classifier for our proposed
algorithm, we tried a simpler classifier Classification
And Regression Tree CART as presented by Breiman
et al.[12] to the problem of detecting shot boundaries
using the seven features extracted from the MPEG
compressed video. Using the same terminology for la-
beling the frames as MSVM uses, CART was trained
to classify the frames as No Cut frames (NC), Before
Cut frames (BC), and On Cut frames (OC). We kept
CART to show the differences between the two classi-
fiers.

To improve the ability to generalize of the con-
structed decision tree, we introduced a small modifica-
tion to the CART training algorithm. When the best
split of a node has been chosen while growing a tree,
the data that belong to the feature chosen as the split
are sorted, and the value of the split is taken as the
middle value between the best split and the next value.
This makes the tree robust against small variations in
feature value that can appear in the test samples and
not in the training samples.

The CART classifier was trained using the same data
set as the MSVM classifier.

We present the results of each feature taken sepa-
rately, the result of RSACV, our first method using a
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modified CART, and our new proposed method using

MSVM in the following tables.

Table-2: Experimentalre

sults for N

wra—]

Method 7\//77'1@}@ detect False detect Total
MSE 10 47 57
CH 4 39 43
RSACN 10 51 61
RMSE 14 20 34
CART Q 0 Q
MSVM 2 8 10
Table 3: Experimental resultsfor News™2
Method Miss detect Ealse detect Total
MSE 14 63 77
CH 8 34 42
RSACN 2 55 57
RMSE 8 1 9
CART Q 1 1
MSVM 4 4 8

We can see from Table 4 that the proposed method
achieved better results than the other methods, and
features taken separately. Yet in Table 2 and Table 3
CART appear to achieve better result than MSVM. As
stated before, the training set has been created from
News™1 and News™2 samples. So testing with News™1
and News™2 can be consider as recall test, and testing
with Kao~06-10 is a generalization test. The improve-
ment on Kao 06-10 derives from the MSVM’s ability
to automatically combine features to separate classes.
The proposed modification to the CART to select the
value for the best split at each node of the tree makes
the constructed tree robust against variations in fea-
ture values that do not appear in the training sam-
ples. While the recall process yields better results for
the CART, the MSVM achieves better generalization.
Even if CART appear to have similar performance than
MSVM, our goal is to create a classifier than can learn
from examples to generalize and achieve good results
at shot boundaries detection.

Table 4 Experimental resultsfor Kag=06-10
Method Miss detect EFalse detect | Total
MSE 110 114 2924
CH 88 283 371
RSACV 59 39 98
RMSE 59 aQ 149
CART 44 58 102
MSVM 38 48 86
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