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Abstract

The processing of facial images has received consid-
erable attention by computer vision researchers be-
cause of the broad range of potential applications
for systems that are able to encode and interpret
facial images. Especially, reliable facial feature de-
tection and tracking in an image sequence are still
challenging problems. In this paper, we propose an
extension of the RVM (relevance vector machine) for
multivariate Bayesian regression and its application
for automatically locating facial features after initial
training.

1 Introduction

The processing of facial images has received consid-
erable attention by computer vision researchers be-
cause of the broad range of potential applications for
systems that are able to encode and interpret facial
images. Some applications, such as those reviewed
in [1], include personal identification and access con-
trol, video phone and teleconferencing, forensic ap-
plications, human-computer interaction, and auto-
mated surveillance.

Reliable facial feature detection and tracking in
an image sequence are still challenging problems.
Much work has been done on extracting facial fea-
tures using methods such as template matching[2, 3],
edge detection[4], and deformable models[5]. It is
important to set the initial positions near the cor-
rect feature points.

To estimate initial positions of facial features, an-
other approach exists that maps an input image to
initial positions of facial features. The advantage
of this approach is fast computation. Neural net-
works and linear regression can be used for such a
purpose[6]. In the case of using a neural network, it
requires to determine the number of nodes in a hid-
den layer, and to iterate optimization for learning.
On the other hand, linear regression does not require
any optimization step because the optimal solution
can be solved analytically, but its approximation ac-
curacy is worse than that of neural networks. The

kernel-based linear regression[7], therefore, has been
proposed for addressing this problem, but it arose
another problem that many training data must be
stored for calculation of kernel functions that corre-
spond the hidden nodes of a neural network.

Tipping had proposed the RVM (relevance vec-
tor machine) for obtaining sparse solutions to re-
gression tasks[8]. Sparseness of solution addresses
the memory problem, and we can estimate facial
feature positions directly from an image after train-
ing. If the target function is, however, multivariate,
the performance of the RVM is worse because the
RVM does not consider the multivariate regression
case. The multivariate Bayesian regression is pow-
erful for modeling various target functions. In this
paper, we propose an extension of RVM to multi-
variate Bayesian regression and its application for
automatically locating facial features.

2 Multivariate Relevance Vec-
tor Machine

2.1 Kernel-Based Multivariate Lin-
ear Regression

The training examples are a set of input - output
pair {xn, tn}N

n=1, where xn = (x1n, x2n, · · · , xpn)T

and tn = (t1n, t2n, · · · , tqn)T . Here, p and q are
the dimensions of the feature vector and the target
function, respectively. Our aim is to obtain a vector
function of the form:

y (x; W ) = φ(x)WT , (1)

where W is the q-by-(N+1) weight matrix and
φ(x) is a N+1 dimensional vector of non-linear
basis functions. We are only interested in the
data centric basis functions of the form: φ(x) =
(1, K(x1,x), K(x2,x), · · · , K(xN ,x))T .

Let T = (t1, t2, · · · , tn)T ∈ RN×q and
Φ(x1,x2, · · · ,xn) = (φ(x1), φ(x2), · · · , φ(xn))T ∈
RN×(N+1). Assuming a Gaussian noise to the model
we obtain

T = Φ(x1,x2, · · · ,xn)WT + E, (2)
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Figure 1: Probabilistic models

with a mean-zero Gaussian noise process,E ∈ RN×q,
whose covariance matrix is B−1⊗S ∈ RN×N ⊗Rq×q

where ⊗ is the Kronecker product. S is a covariance
matrix of parameters and B is a covariance matrix
of sampling data. We assume B = diag(βi) ∈ RN×N

because each sampling is performed independently.
The joint probability of all parameters is given by

p(W, S, T, A, B) = p(T |W, S, B)p(W |S, A)p(S)p(A)p(B),
(3)

where A = diag(αi) ∈ RN×N .
We assume the covariance matrices of T and W

are the same, i.e. S, for simplicity of calculation.
Of course, more complicated case can be consid-
ered that the covariance matrices are different like
p(T |W, S1, B)p(W |A, S2)p(S1)p(S2)p(A)p(B). Fig-
ure 1 shows probabilistic models of each case.

2.2 Inference

From equation (2),

T |W, S, B ∼ N(ΦWT , B−1 ⊗ S), (4)

and we obtain

p(T |W, S, B) ∝ (5)

|S|−N
2 |B−1|− q

2 e−
1
2 trS−1(T−ΦW T )T B(T−ΦW T ).

The prior, p(W |A, S), can be chosen arbitrary, and
then we choose

W |A, S ∼ N(0, A−1 ⊗ S), (6)

and we get

p(W |A, S) ∝ |S|−N
2 |A−1|− q

2 e−
1
2 trS−1WAW T

. (7)

The joint posterior distribution of the weight ma-
trix, W , and covariance matrix, S, can be rewritten
as follows:

p(W, S|T, A, B) ∝ p(T |W, S, B)p(W |A, S) (8)

∝ |S|− 2N
2 |A−1|− q

2 |B−1|− q
2

×e−
1
2 trS−1[(T−ΦW T )T B(T−ΦW T )+WAW T ]

∝ |S|− 2N
2 |A−1|− q

2 |B−1|− q
2

×e−
1
2 trS−1[(W−Ŵ )Σ−1(W−Ŵ )T +G]

where

ŴT = (ΦT BΦ + A)−1ΦT BT = ΣΦT BT

Σ = (ΦT BΦ + A)−1

G = (T − ΦŴT )T B(T − ΦŴT ) + ŴAŴT .

To find the marginal posterior distribution of the
matrix, W, the joint posterior distribution are in-
tegrated with respect to S. This can be performed
easily by recognizing that the posterior distribution
is exactly of the same form as an Inverse Wishart
distribution except for a proportionality constant.

p(W |T, A, B) =
∫

p(W, S|T, A, B)dS (9)

∝ 1

|G + (W − Ŵ )Σ−1(W − Ŵ )T |N−q−1
2

.

Therefore, W = Ŵ maximizes p(W |T, A, B).

2.3 Optimizing the Hyperparameters

We derive with the marginal likelihood

p(T |S, A, B) =
∫

p(T |W, S, B)p(W |S, A)dW

∝ |S|−N
2 |A−1|− q

2 |B−1|− q
2 |Σ| q

2

×e−
1
2 trS−1[(T−ΦŴ )T B(T−ΦŴ )+ŴAŴ T ](10)

The marginal likelihood, log p(T |S, A, B), must be
maximized over the hyperparameters, A, B , and the
noise covariance, S.

∂

∂ log αi
log p(T |S, A, B) = 0, (11)

∂

∂ log βi
log p(T |S, A, B) = 0, (12)

∂

∂S
log p(T |S, A, B) = 0. (13)

The derivatives are

∂

∂ log αi
log p(T |S, A, B) =

q

2
−1

2

[
qΣii + (ŴT S−1Ŵ )ii

]
αi,

(14)
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Figure 2: The process flow of facial feature detection

∂

∂ log βi
log p(T |S, A, B) =

q

2
− 1

2

[
q(ΦΣΦT )ii+((T − ΦŴT )S−1(T − ΦŴT )T )ii

]
βi,

and

∂

∂S
log p(T |S, A, B) =

−NS−1 + S−1GT S−1− 1
2
diag(−NS−1 + S−1GT S−1)

Setting this to zero and solving for them gives a
re-estimation rule:

αi =
q

qΣii + (ŴT S−1Ŵ )ii

, (15)

βi =
q

q(ΦΣΦT )ii + ((T − ΦŴT )S−1(T − ΦŴT )T )ii

(16)
and

S =
GT

N
=

G

N
. (17)

Following MacKay[9] in defining quantities γi ≡
q(1−αiΣii), leads to the following re-estimation rule:

αi =
γi

(ŴT S−1Ŵ )ii

, (18)

which was observed to lead to much faster conver-
gence although it does not guarantee the local max-
imization.

When S = Iq and B = β−1IN , the proposed
method is equal to the RVM proposed by Tipping.
Therefore, the method extends the RVM naturally.

3 Application — Facial Fea-

ture Detection

In this section, we explain an application of MRVM
(multivariate RVM) for facial feature detection. We
assume that face regions are already segmented from
an input image by an appropriate method such as

Figure 3: training data: images and facial feature
points

boosted cascade detector[10]. The application out-
puts facial feature points (xi, yi) in the face region.

The input face regions are normalized to fixed
size determined in advance, and then pixel values
of them are normalized to [0, 1] by using the his-
togram normalization. The normalized input face
region is used as an input, x, of MRVM. By using a
MRVM learned already, we can estimate facial fea-
ture positions, y, from equation (1). The flow of
these processes is illustrated in Fig. 2.

4 Experimental Results

We conduct an experiment to verify the accuracy of
regression. We use an MPEG-2 image sequence (150
frames, 640 × 480 pixels, 8-bit gray scale) as train-
ing data. Facial feature points of training data are
collected by using the flexible feature matching[11]
and incorrect detection is adjusted manually. Figure
3 shows examples of training data.

4.1 Regression Performance

We conduct an experiment to verify the regression
performance of the MRVM, and use the whole input
image sequence as training data (400 data). Fig-
ure 4 shows examples of face regions used for the
MRVM and RVM as inputs, and Fig. 5 shows ex-
amples of prediction results of nose position by the
MRVM. White rectangles are training data used as
true value, and black rectangles are prediction of
nose position by the MRVM.

Regression results of the nose position show in
Fig. 6. Thick lines are target values (nose posi-
tion, x and y) and thin lines are regression values
predicted by the MRVM and RVM. The horizontal
axis is frame no, and the vertical axis is the posi-
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Figure 4: Examples of input face regions for MRVM
and RVM: the numbers below figures shows frame
no.
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Figure 5: Prediction results of the nose position:
white rectangles are true value, and black rectangles
are prediction.

tion normalized by the image size. In this case, the
numbers of relevance vectors of MRVM and RVM
are 33 and 19+27=46, respectively. The training
data are greatly reduced and the average regression
errors of MRVM and RVM are 0.0300 and 0.0288,
respectively. The regression accuracy of MRVM is
slightly worse than that of RVM because the num-
ber of relevance vectors of MRVM is less than that
of RVM.

5 Conclusion

In this paper, we proposed an extension of the RVM
for multivariate Bayesian regression and its appli-
cation for facial feature detection. We conducted
experiments to verify the regression and prediction
accuracy. In future work, we will conduct experi-
ments to check the performance of the MRVM in
detail.
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Figure 6: regression performance of nose position,
(x, y)
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