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Abstract

This paper proposes a goniophotometric system for 
measuring light reflection on an object surface using two 
commercial robot arms and a digital camera. It allows 
four degrees of freedom in incident and viewing angles 
necessary for full parametrization of a reflection model. 
Collected images are transformed as if they were all cap-
tured from the same viewing direction. A database of 
measured surface reflection is then constructed directly 
from the pixel values of the transformed images at each 
individual point on the object surface for a whole set of 
incident and viewing angles. From the collected image 
database, the parameters for the Torrance-Sparrow sur-
face reflection model, such as diffuse reflectance, specular 
reflectance and surface roughness, are estimated. The 
proposed system enables two-dimensional pixel-wise 
measurement and modeling of surface reflectance, and 
thus, can deal with objects with spatially nonuniform sur-
face reflectance. Experiments were performed on colored 
polyvinyl chloride sheets. The estimated Torrance-sparrow 
reflection models showed good agreement with the meas-
urement data obtained by the proposed system. 

1 INTRODUCTION 

Modeling light reflection on an object surface provides 
useful information both in computer vision and in com-
puter graphics. For example, light reflected from an object 
surface includes a lot of information on the surface prop-
erties such as surface reflectance and surface roughness. 
Accurate modeling of light reflection allows us rendering 
realistic images of an object under any illumination and 
observation conditions. It is therefore an important task to 
determine a 3D reflection model based on measurement 
that represents the actual reflection behavior of an object. 

Toward this problem, we first proposed an algorithm 
for estimating various reflectance parameters of the Phong 
reflection model from a single RGB image [1]. We then 
devised a measurement apparatus consisting of a colli-
mated white light source, a turntable to place the object on, 
and a six-channel spectral camera on a rotating arm [2]. 
From the obtained multi-band images we estimated the 
parameters of the Torrance-Sparrow reflection model, 
which is considered more realistic than the Phong model. 
We extended this method to estimate the refractive index 
of an inhomogeneous dielectric object and successfully 

rendered realistic images using estimated parameters [3]. 
One problem with the proposed measurement apparatus is 
that it had only two degrees of freedom in incident and 
viewing directions with a limited working range of the 
camera arm. 

To solve this problem, we propose a goniophotometric 
system for measuring light reflection on an object surface 
using two commercial robot arms and a digital camera. It 
allows four degrees of freedom in incident and viewing 
angles necessary for full parametrization of a reflection 
model. Collected images are transformed as if they were 
all captured from the same viewing direction. A database 
of measured surface reflection is then constructed directly 
from the pixel values of the transformed images at each 
individual point on the object surface for a whole set of 
incident and viewing angles. Once the database is avail-
able, we can estimate the parameters for the 
Torrance-Sparrow surface reflection model such as diffuse 
reflectance, specular reflectance and surface roughness. 

In comparison to other methods for measuring surface 
reflection, our system takes the approach of multi-point 
measurement as employed by Sato et al.[4] and Dana et
al.[5] in that it uses image pixels to sample points on the 
surface of the object, not to sample viewing angles as em-
ployed by Matusik et al.[6] and Marschner et al.[7]. This 
approach enables our system to deal with objects of spa-
tially nonuniform reflectance.

2 GONIOPHOTOM ETRIC SYSTEM  

FOR REFLECTION M EASUREM ENT 

2.1 System Overview 

Figure 1 shows a photograph of the proposed gonio-
photometric measurement system consisting of two robot 
arms with six joints, a fixed light source illuminating from 
a horizontal direction, and a digital camera. One of the 
robot arm (Mitsubishi Electric RV-4A) holds an object on 
its end and rotates it around a point on the surface of the 
object to change its pose with three degrees of freedom 
(3DOF). This movement is difficult to realize without this 
kind of multi-joint robot arm. The other robot arm (Mitsu-
bishi Electric RV-2A) hangs down a 10-bit monochrome 
digital CCD camera (Tokyo Electronic Industry CS3920) 
from its end and rotates it in a horizontal direction to give 
1DOF. 
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Figure 1. Photograph of the goniophotometric sys-
tem for measuring light reflection on an object 
surface using two robot arms, a digital camera, and a 
light source. 

The pose and position of the robot arms are related to 
the incident polar and azimuth angles ),( ii φθ  of the light 
and the viewing polar and azimuth angles ),( ee φθ  of the 
camera as follows. Figure 2 illustrates the geometry for 
goniophotometric measurement. Denoting the pose of the 
object by Euler angles ),,( 111 ψθφ  and the pose and posi-
tion of the camera center by a horizontal rotation angle 

2θ  and a translation vector 
2T , respectively, all defined 

in the XYZ world coordinate system, the relative posi-
tion and pose of the camera center with respect to the 
object surface is given by a matrix in a homogeneous rep-
resentation (1) 
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and ),,( 111 ψθφ1R  and )( 2θ2R denote rotation matrices 
defined by the Euler angles ),,( 111 ψθφ  and the horizontal 
rotation angle 

2θ , respectively. The incident angles 

),( ii φθ  of the light are then computed from the rotation 
part of 

1−
1M , which transforms a world coordinate rep-

resentation of position and pose to an object-centered 
representation, and from the unit vector pointing to the 
incident direction T]0,0,1[=in . Similarly, the viewing 
angles ),( ee φθ  of the camera are obtained from 

1−
M ,

which transforms a camera-centered representation to an 
object-centered one, and from the unit vector pointing to 
the viewing direction T

ee ]0,sin,[cos θθ=en .
Images of an object surface are captured by independ-

ently combining the incident and viewing directions. To 

record specularly reflected light without saturation while 
keeping diffusely reflected light well above the noise level, 
we extend the effective dynamic range of the camera from 
10 to 12 bits by capturing three consecutive images of the 
same scene with the shutter speed doubled after every 
acquisition and by combining them into a single 12-bit 
image. 

Figure 2.  Geometry of a target object, light source 
and camera in the goniophotometric measuring sys-
tem. 

2.2 Image Registration for Pixelwise Reflection 

Modeling

The reflection model is estimated at each pixel point on 
the object surface from the database of images collected 
by the goniophotometric system. It is therefore necessary 
to assign a reflectance value to each point on the object 
surface for any incident and viewing directions. This can 
be done by registering the images as if they were all taken 
from the same viewing direction with respect to the object. 
For this purpose, we transform the images so that the co-
ordinate axes of the image plane go parallel to the x  and 

y  axes of the object coordinate system. 
Figure 3 illustrates the geometry of this transformation. 

Assuming that the ξη -plane of the camera-centered co-
ordinate system after transformation, being also parallel to 
the image plane, is separated by a distance 

0z  from the 

xy -plane, we find that a pixel ),( vu  of the image after 
transformation corresponds to a point ),,( 0zηξ  on the 
object in the camera-centered coordinate system, which 
also corresponds to a point )0,,( yx−  in the object coor-
dinate system, as 
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where ),(),( yx−=ηξ  by assumption and A  denotes 
a 3x3 matrix for perspective projection [8]. 

Furthermore, the point ),( yx  on the xy -plane of the 
object coordinate system is observed at a pixel )','( vu  of 
the original image before transformation as 
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Figure 3. Geometry of the image planes with re-
spect to the object during the image transformation. 

Substituting ),( yx  in Eq. (3) into Eq. (4) then yields 
the pixel position )','( vu  of the original image that is 
mapped to a pixel ),( vu  of the new image after trans-
formation. Thus, the pixel value of the transformed image 

),;,(ˆ
eeiiuvI φθφθ  is related to that of the original one 

),;,('' eeiivuI φθφθ  as 

),;,(),;,(ˆ
'' eeiivueeiiuv II φθφθφθφθ = .                (5) 

Note that the viewing angles ),( ee φθ , which may be 
different from those of the optical axis of the camera due 
to perspective projection and also to alignment error of the 
two robot arms and the camera, should be computed from 
the actual viewing angle of the pixel )','( vu . Since 

)','( vu  usually does not coincide with an image grid 
point, bilinear interpolation is employed to compute 

),;,(ˆ
eeiiuvI φθφθ  in this study. 

2.3 Camera Calibration 

To compute )','( vu  by Eqs. (3) and (4), we have to 
know the matrix A , which consists of intrinsic camera 
parameters such as pixel spacing and focal length. We 
obtain A  with a camera calibration method proposed by 
Zhang [8], which also yields the matrix M  in Eq. (1) 
representing the camera position and pose relative to the 
object, referred to as extrinsic camera parameters, for each 
image. 

One problem with this measurement system is that, 
since the two robot arms and the light source are separate 
apparatuses, it is difficult to make the optical axis of the 
camera and the rotation centers of the two robot arms co-
incide. This implies that at every point on the surface of 
the object observed by a pixel of the camera, the actual 
incident direction ),( ii φθ  of the light source and viewing 
direction ),( ee φθ  of the pixel relative to the object can 
have errors with respect to the nominal geometry setting 
predetermined by the pose of the robot arms. 

Assuming no errors on the incident direction of the il-
lumination, we only consider estimating the actual 
viewing direction of the camera. We obtained a look-up 
table (LUT) of the actual camera positions and poses for a 
wide range of angles 

gθ  from the extrinsic parameter 
matrices M , again using the Zhang’s calibration method 
[8]. 

3 ESTIMATION OF REFLECTION 

MODEL PARAMETERS 

As in the previous work [2][3], we are particularly in-
terested in the Torrance-Sparrow reflection model in terms 
of balance between complexity and accuracy. From the 
registered images ),;,(ˆ

eeiiuvI φθφθ , we estimate the pa-
rameters of the Torrance-Sparrow model at each point of 
the object surface. Assuming that the incident irradiance is 
spatially uniform as given by 

iiiuv EE θφθ cos),( 0= , we 
formulate the reflection model at a point on the object 
surface observed by a pixel ),( vu  in the transformed 
image, in terms of image irradiance normalized by 

0E , as 
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where  

uvS : diffuse reflectance; 

),;( uvuvi nF κθ : Fresnel coefficient dependent on the 
complex refractive index 

uvuv jn κ+ ;

)/2lnexp(),(
22

uvguvgD γφγφ ⋅−= : gloss factor 

gφ : angle between the surface normal and the bisector 
of the incident and viewing direction vectors; and 

uvα ,
uvβ : coefficients denoting the fraction of incident 

energy. 
We estimate the parameters 

uvα ,
uvβ ,

uvγ ,
uvn  either 

at each single pixel or in regions covering multiple pixels 
within the domain of the registered images 

),;,(ˆ
eeiiuvI φθφθ  by minimizing the error functional 
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,
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To minimize Eq. (7), we employ a nonlinear estimation 
algorithm such as the Levenberg-Marquardt algorithm, or 
perform exhaustive search over a number of combinations 
of the parameters. 

4 ESTIMATION RESULTS OF SURFACE 

REFLECTION

We measured surface reflection on a flat object con-
sisting of four patches of colored polyvinyl chloride 
(PVC) sheets, as shown in the top-left photograph in Fig. 
4. The results are also shown by the curves in Fig. 4, 
which plots average pixel values of the camera output 
images over 20x20 pixels within each patch of the object. 
During the measurement, the incident angle 

iθ  of the 
light source was varied from 30° to 65° in 5° steps. For 
each

iθ , the viewing angle 
eθ  of the camera was 

changed from 0° to 80° in 5° steps except in the vicinity of 
the specular reflection angle 

ie θθ = , where the scanning 
step was set to 0.5° over ±15° on both sides. As mentioned 
in Sec. 2.3, 

eθ  was corrected to the actual viewing angle 
for each 20x20-pixel region with the LUT obtained by 
calibration. 

From the measurement results in Fig. 4, we estimated 
the parameters 

uvn ,
uvα ,

uvβ  and 
uvγ  of the Tor-

rance-Sparrow model by minimizing J  in Eq. (9) by an 
exhaustive search method. Table 1 shows the estimated 
parameters for all color patches of the object. While the 
diffuse and specular coefficients 

uvα ,
uvβ  have different 
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values, the refractive index 
uvn  and the gloss parameter 

uvγ  each have similar values for all patches, which agrees 
with the fact that the patches are all made of PVC. 

In Fig. 5 we separately depicted the estimation results 
for patch C by plotting Torrance-Sparrow curves for the 
estimated parameters along with the measurement results. 
The curves are in good agreement especially for small 
incident angles 

iθ . The slightly different amount of shift 
along the abscissa are considered to have resulted from the 
difference in actual incident angle at the 20x20-pixel tar-
get regions on the object due to insufficient collimation of 
the light source. 

5 SUMMARY 

We have developed a goniophotometric system for 
measuring surface reflection on an object using two com-
mercial robot arms and a digital camera. Using this system 
we measured the light reflection on an object surface con-
sisting of colored PVC patches and estimated the 
parameters of the Torrance-Sparrow model at several lo-
cations on the object surface. The experimental results of 
reflection measurement and model estimation have con-
firmed the feasibility of the proposed measurement system 
and modeling algorithm. 

Figure 4. Results of surface reflection measurement 
by the proposed system for an object consisting of 
four colored PVC patches (top-left photograph). 
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Table 1. Parameters of the Torrance-Sparrow model 
estimated from the measurement results in Fig. 4. 

Patch
uvn uvα uvβ uvγ

A 1.49 2.3 1.4×103 5.8×10−2

B 1.44 3.7 1.7×103 5.2×10−2

C 1.43 17 2.8×103 3.8×10−2

D 1.38 8.5 2.5×103 4.7×10−2

Figure 5. Torrance-Sparrow curves (dashed lines) 
for patch C of the PVC object, estimated from the 
results of surface reflection measurement (solid lines) 
in Fig. 4. 
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