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Abstract 

In this paper, for analysis of road traffic information, we 
propose the method of extracting moving vehicles from 
time sequential images taken by a video camera on the 
airplane. The camera angles and positions are varied de- 
pending on the flight conditions, and hence, the locations 
of the road and vehicles in the images are varied. In this 
research, we use the template matching and perspective 
transformation for aligning the coordinates of the images 
taken from several points and angles. For extracting mov- 
ing vehicles from matched images, we compute two 
differences from time-sequence of three images. Then, we 
extract the moving vehicles by the logical operation on the 
differences. This method enables the extraction of the ve- 
hicles on the road with one time search and can be applied 
to the real time analysis of the road traffic information on 
the wide area. 

1 Introduction 

Now the vehicle is important for our life. Comparing 
with other means of transportation, the flexibility of the 
movement is high, and it has various advantages. However 
it has many problems, such as the traffic accident and traf- 
fic jam. In particular, traffic jam is one of the unavoidable 
problems for a vehicle and has great influence on the life of 
people. 

In this reason, road traffic information is necessary in 
the various scenes in the actual world. For example, when 
a wide-area natural disaster such as the big earthquake oc- 
curred, grasping the areas of the disaster and analyzing the 
situation are required. For reducing damage, the establish- 
ment of the route for the emergency vehicle is required. In 
addition, at the time of usual, many people need informa- 
tion of traffic jam on the road. In the present, this 
information is grasped using the sensor and the observation 
camera on the land. However these equipments are set at 
some space intervals and it is difficult to obtain the infor- 
mation of wide-area at once. 

Furthermore, when the wide-area natural disaster is 
arisen, the sensors on the land for observing the traffic 
condition may be broken and it is difficult for the vehicles 
to find the passable road. To solve these problems, it is 
effective to grasp and analyze the information from.the air. 

Many methods using the aerial images are developed 
[1][2]. There is recognition of the subject using the various 
image features and map information [3]. In the analysis of 
traffic information, the motion of the vehicles on the 

straight road or the intersection are analyzed [4] [5] [6]. 
In this paper, for analysis of road traffic information, we 

propose the method of extracting and tracking the moving 
vehicles from time sequential images taken from the air- 
plane. The aerial images are influenced by the geometrical 
change when it is taken by the video camera from the air- 
plane. For reducing the influence, we first match the time 
sequence of the images taken from several points and an- 
gles using the perspective transformation [7]. 

2 Extraction Method 

2-1. Summary 

It is easy to extract the moving objects from the time 
sequence of images taken from the fixed camera. In par- 
ticular, if the images are taken under the uniform lighting, 
we can extract the moving objects by computing difference 
between background image and each frame in the time 
sequence of images. 

On the other hand, in this research, we extract the mov- 
ing vehicles from the time sequence of aerial images taken 
by the video camera from the airplane. In this case, it is 
necessary to correct the geometrical changes from the posi- 
tion and angle of the camera. 

In this research, we extract the moving vehicles after 
matching aerial images (Fig. 1 ). 

2-2. Matching Aerial Images 

We use template matching and perspective transforma- 
tion for matching the sequence of images. However, by the 
general template matching method, the correctness of the 
result depends on the template region. If the template in- 
cludes moving vehicles, the result of the template matching 
is influenced by the motion of the vehicle. For obtaining 
stable matching results, we use voted block matching 
(VBM) method [8]. After obtaining the matching results, 
we align the whole coordinates of the images using projec- 
tive transformation. 
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Fig. l Outline of the extraction method 

2-2-1. Template Matching using VBM 

When a template is set up on the road in a frame, the 
moving vehicles may be inside the template. In this case, if 
we use the general template matching method, we may 
obtain wrong result of the matching, since the matching 
result is influenced by the motion of the vehicles. For this 
reason, we use VBM as the template matching method. 
VBM is the matching method using vote by block match- 
ing and the advantage of VBM is hard to be influenced by 
the occlusion. 

First, VBM divides a template image into several blocks 
(BsXBs), and correlation function is used for matching of 
each block (Fig.2). By using correlation function, the result 
of the matching is not influenced by the uniform illumina- 
tion changes. Next, VBM gives vote to the corresponding 
coordinates whose rate of matching is maximum on the 
object image. The Vote is given to coordinates of the vote 
space corresponding to each pixel in the object image. The 
coordinate whose sum of the vote to the whole template is 
maximum is obtained as the matching result. 

Template image is I 

dividedinto s t u d  1 // / /I blocks ofBs x Bs pixels 

In this method, on the blocks of neighborhood of the ve- 
hicles in a template, the vote is given to wrong coordinates 
by the motion of vehicles. On the other blocks, the vote is 
concentrated on correct coordinates. By setting up the area 
of the template much larger than the area of the vehicles, 
the correct position can be obtained without influence of 
the motion of vehicle. 

The images It-At, It, and It+At are the frames at t-At, t, 
and t+At. We define the feature point in the frame It and 
extract the region of the neighborhood as a template. Then 
we match frames It-At and It+At using the template. 

2-2-2. Projective Transformation 

By the result of template matching, the correspondent 
points between the coordinates (x,,y,) of feature points on 
the frame It and the coordinates (&Ah yWd,) of feature 
points on the frame It+At is obtained. In this research, the 
coordinates between these frames are corresponded using 
the following equation of projective transformation. 

Si are the projective transformation parameters (i= 
1,2, ..., 8). The projective transformation parameters be- 
tween two frames are computed by solving four and more 
feature points. By matching the coordinates of the frame 
It+At to the coordinates of the frame It using the obtained 
parameters, we align the whole coordinates of two frames. 
In the same way, we compute the projective transformation 
parameter between the frame It-At and It, and we match the 
coordinates of the frame It-At to the coordinates of It. 

2-3. Extracting Moving Vehicles 

We extract moving vehicles from sequence of three im- 
ages. First, we compute the difference between 
corresponding pixels of the frame It and It-At. In the same 
way, we compute the difference between the frame It and 
It+At. Next, we binarize using different threshold of each 
differential image, then we compute logical operation using 
the binarized images. Finally, we extract vehicles using 
labeling operator and noise elimination. 

2-3-1. Differential Operation 

In the two images whose coordinates are aligned, we 
compute differential values of the pixels of images. We 
compute sum of the difference of RGB values in each 
pixel. 

By this process, we compute the difference of the whole 
images from the sequence of images. As a result, we obtain 
two differential images from two sets of time-sequential 
aligned images. 

Fig.2 Voted Block Matching (VBM) 



2-3-2. Logical Operation 

The error by using the projective transformation is ap- 
pears in the whole image. When we extract moving 
vehicles, the coordinates of the background in the image 
have great errors. Moreover, the differential value between 
background and moving vehicles is large, however the dif- 
ferential value between moving vehicles is small. 
Therefore we use "logical and image" and "logical or im- 
age" obtained from images binarized by different threshold 
values. 

Logical and 
We extract the pixel whose values are different on both 

of two differential images. By using the low threshold, we 
obtain the image including the region of the moving vehi- 
cles and background noise. 

Logical or 
We extract the pixel whose values are different on either 

of two differential images. By using the high threshold, we 
obtain the image including the neighborhood of the moving 
vehicles. 

2-3-3. Noise Elimination and Labeling 

We obtain the regions of vehicles by applying "logical 
and operation" between "logical and image" and "logical 
or image" computed above. We apply labeling method and 
noise elimination method (shrink and expand) to the re- 
gions. Then small region of noise is rejected. Finally, by 
gathering adjoining regions, we obtain the regions of the 
moving vehicles 

3 Experimental Results 

We extract the moving vehicles using the technique of 
the preceding chapter. We processed the 30 images 
(320~240pixels. 2561evels. frame rate 5/30 second). We set 
up four feature points at equal intervals on the frame It, and 
extracted template of 80x60 pixels around the feature 
points. Then we matched It-At and It+At using the template. 
From this result, we aligned the coordinates between the 
frames using the projective transformation, and computed 
difference between them (Fig.3, Fig.4). Finally, we ex- 
tracted vehicles from the result of computing difference 
using logical operation, labeling method, and noise elirni- 
nation. Fig.5 shows the regions of the vehicles with white 
rectangles. 

Furthermore, we experimented two cases, in which the 
threshold of the binarization of "logical and" and "logical 

Threshold of logical and is fixed tol0. 
Threshold of logical or is fixed to 50. 

Extract~on Result of the Incorrect 

- Veh1cles(66totals) Extrnct~on 
A Number of Rate of 

59 
- - - - -- -- 

I 89 Shadow 

I1 6 9 
-- 

Total 65 98 Total 

I : extraction with accuracy 
I1 : one vehicle is extracted as two regions 

Table. l Result in the case threshold is fixed 

Threshold of logical and is varied from 5 to 10. 
Threshold of logical or is varied from 50 to 95. 

I : extraction with accuracy 
I1 : one vehicle is extracted as two regions 

Extract~on Rcsult of the Incorrect 

- Veh1cles(66totals) -- Extrnct~on 

A Number of Rate of 
Veh~cles Extraction<%) HULldlng -. -- - - -. - - -- 

I 63  95 Shadow 

Table.2 Result in the case threshold is varied 

Table.1 shows that the rate of extraction of vehicles is 
high, however many error regions are extracted. By fixing 
the threshold, background noise cannot be reduced. Table.2 
shows that all items are improved in accuracy by varying 
the threshold of the binarization, 

We describe the cause of the errors as follows: 
Errors of aligning by the projective transformation 
Extraction of the vehicle running slowly 
Extraction of the shadow region 
Extraction of the high building 
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Fig.3 Differential image (Upper image is the input image. 
(Left is It-At. Right is It.) Lower image is the differ- 
ential image between It-At and It.) 
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Fig.4 Differential image (Upper image is the input image. 
(Left is It. Right is It+At.) Lower image is the dif- 
ferential image between It and It+At.) 

Fig.5 Extraction result of the vehicles 

4 Conclusions 

We extracted moving vehicles correctly from the time 
sequence of aerial images. The proposed method aligns the 
aerial images only from the time-sequence of them, and 
hence, this method does not need the background images 
or the map information. Therefore, this method enables the 
extraction of the vehicles on the road with one time search 
and can be applied to the real time analysis of the road 
traffic information on the wide area. 

The future works are described as follows: 
Tracking moving vehicles 
Improvement in accuracy of aligning the coordi- 
nates of the images 
Improvement in accuracy of extracting moving ve- 
hicles 
Extraction of regions hidden by some buildings 
Verification by many images 
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