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Abstract 

We propose scveral new techniques for mosaic- 
ing images of Japanese picture scrolls. Previous 
methods cannot accurately stitch these images, 
because they are too wide. To solve this prob- 
lem, we propose three techniques that can stitch 
without any seams. The first technique adjusts 
its height of each image in advance. The second 
technique uses planar projective transformation 
among three images, not two. These techniques 
enable us to stitch the images, considering per- 
spective distortion. The third technique warps the 
image locally in addition to performing global geo- 
metric transformation. This technique can handle 
three-dimensional distortion caused by the rough- 
ness of the paper. We show the effectiveness of 
these techniques by experiments on real images. 

1 Introduction 

Digital archiving has recently been gathering 
considerable at,t,ention. Once we digitally archive 
historical art objects, such as sculptures [2, 41 or 
paintings, we can view the objects at anytime, 
anyplace, and from any viewing direction. 

At the same time, image mosaicing has also 
been gathering attention because it is a useful 
technique for stitching images together in high res- 
olution. This technique can be used to construct, 
image mosaics of flat paintings or painted walls 
[5] .  Methods for Japanese picture scrolls, how- 
ever, have not been introduced so far. 

Japanese picture scrolls are priceless historical 
art objects, because they were painted hundreds 
of years ago. Since they are very fragile, we cannot 
observe them thoroughly even in a museum. They 
are usually exhibited only in parts, because they 
are too fragile to show the entire scroll. 

To digitize them, we need to capture several 
images because we cannot cover the entire scroll 
with a single image in high resolution. Therefore, 
it is very important to  construct image mosaics of 
Japanese picture scrolls. 

Previous methods cannot accurately stitch 
these images together, because the scrolls are too 
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wide. Even with planar projective transformation, 
which is considered to be the most accurate, we 
cannot eliminate perspective distortion and three- 
dimensional distortion. 

To solve these problems, we propose three tech- 
niques to accurately stitch images together for 
constructing image mosaics of Japanese picture 
scrolls. These techniques allow us to handle per- 
spective distortion and three-dimensional distor- 
tion. 

2 Problems with Japanese Picture 
Scrolls 

Image mosaicng methods using geometric trans- 
formation have already been proposed. Conven- 
tional geometric transformations include 2D rigid 
transformation and affine transformation. Re- 
cently, several researchers have proposed the use of 
planar projective transformation [ 6 ] .  This trans- 
formation is considered to be the most, accurate, 
bccause it can deal with perspective distortion. 
The accuracy of these methods, however, is not, 
sufficient for mosaicing images of Japanese pic- 
ture scrolls. The reason of this comes from thc 
capturing environment, as we will see in the next, 
sect ion. 

2.1 Capturing Environment 

The best way to capture images of Japanese pic- 
ture scrolls for image mosaicing is to use a special 
device to restrict the camera motion or projection 
model. If we can simplify the camera motion or 
the projection model, the process of image mosaic- 
ing becomes easy. For example, we can simplify 
camera motion by using a camera mounted on a 
cart on a rail track as in movie shooting. After 
flattening a picture scroll completely, we can cap- 
ture a collection of images with this camera. This 
restricts the camera motion to one-dimensional 
movement. Another way is to use a flat bed scan- 
ner. This restricts the projection model to or- 
thogonal projection, which does not contain any 
perspective distortion. 

These ways of capturing images, however, are 
not practical in real situations, because Japanese 
picture scrolls are too fragile and priceless to make 



Figure 1: Shoot,ing setting 

Figure 2: An example using planar projective 
transform1 

them completely flat. The typical way of captur- 
ing images is shown in Figure 1. The scroll is 
shown part by part. The camera is mounted on 
a tripod from a limited distance. The geomet- 
ric relat,ionship between the scroll and the cam- 
era niight change, because we need to replace the 
scroll each time after scrolling it to show another 
part,. Due to this capturing environment, the cap- 
tured images contain the following distortions. 

rotation around the opt,ical center 

scale change 

perspective distortion 

The first two distortions are caused by the re- 
placement of the scroll. The last distortion is 
caused by perspective projection due to the lim- 
ited distance between the scroll and the camera. 

The worst thing we face is that we are not al- 
lowed to capture the images for ourselves, because 
they are too fragile. We need to use images taken 
previously, just for recording purposes, not for mo- 
saicing. 

2.2 Previous Me thods  

Among the various types of geometric trans- 
formations, planar projective transformation is 
the most accurate method for handling perspec- 
tive distortion, including image rotation and scale 
changes. This method, however, has a problem in 
stitching together Japanese picture scrolls. Since 
it warps the image, the edges of the mosaics have 
severe distortion, as shown in Figure 2. Although 
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3 Stitching Japanese Picture Scrolls 
Toget her 

To overcome these problems, we propose the 
following three techniques. 

image height normalization 

planar projective transformation among three 
images 

local registration 

To handle perspective distortion, we adjust the 
image heights in the preprocess stage. In addi- 
tion, we use planar projective transformation not 
with two images, but with three. To deal with 
three-dimensional distortion, we propose local im- 
age registration in addition to global geometric 
transformation. 

3.1 Image  Height Normalization 

To avoid the problems of imitge rot,at,ion, scale 
changes and perspective distortion, we use the 
knowledge that the heights of the transformed irn- 
ages should be equal to each other. Bascd on this 
knowledge, we normalize each image in the pre- 
processing stage by performing geometric trans- 
formation. 

Figure 3 illustrates the general idea of this 
transformation. Japanese picture scrolls have two 
horizontal lines that are parallel. In the images, 
these lines are not very horizontal or parallel be- 
cause they are distorted by perspective distortion 
and camera rotation. After selecting these lines, 
we can compute a geometric transformation to 
compensate horizontal perspect,ive distortion. In 
addition, the scales of the images are varied during 
the capturing process. We compute the geometric 
transformation to make them equal. These trans- 
forms can be written in a single form as follows: 

where I is the original image, 1 is the transformed 
image, and N is geometric transformation. Next, 
we show how to compute this transform N in de- 
tail. 

First, we extract the two h~rizont~al lines at the 
top and bottom boundaries from the images. We 



Figure 3: Iniagc height normalization 

manually extract these lines by tracing them with 
a mouse, because automatic line extraction using 
image processing is not perfect. Second, we com- 
pute the geometric transformation for normaliz- 
ing images. The transformation has the following 
three requirements. 

rotation compensation 

perspective distortion elimination 

scale change equalization 

All of the requirements can be done by linear 
geometric transformations. First, we can easily 
estimate a rotational matrix R to compensate the 
rotation by measuring the angle of the extracted 
lines. This transformation can be written as fol- 
lows: 

wherc I is the original image and I' is the rotated 
image. 

Second, we compute the geometric transforma- 
tion for making the two lines parallel. We use the 
four end-points of the two lines. If we know four 
pairs of point correspondences between the orig- 
inal image and the transformed image, the geo- 
metric transformation can be described by planar 
projective transformation. When we set the hori- 
zontal coordinate of each line equal, the two lines 
will be parallel. To do this, the transformed co- 
ordinates (u, v) of an end-point p can be set by 
using the horizontal coordinates vl and v2 of the 
original end-points as follows: 

By setting all of the four end-points, we can 
compute the transformation matrix P as follows: 

where I' is the rotated image and I" is the trans- 
formed image. 

Finally, we adjust the scaling of each image. We 
can do this by setting the distance between the two 

Figure 4: Planar projective t,ransforin ainong 
three images 

lines. In this process, we aim at defining the ac- 
tual image size in addition to scale normalization. 
If we know the resolution of the devices for im- 
age input (camera) and output (printer), we can 
create a perfect digital copy of Japanese picture 
scrolls with the actual size. We compute the scal- 
ing parameter r by setting the distance d between 
the two lines in the transformed image while the 
original distance is d. By using the scaling matrix 
S having the ratio r = dl/d, we can describe the 
scaling transformation as follows: 

where I"' is the scaled image and I" is the image 
after making the two lines parallel. 

Since the entire transformation is the linear 
combination of these transformations, we can rep- 
resent it as follows: 

I"' = S P R I  (6) 

where I"' is the normalized image and I is the 
original image. 

3.2 Planar Projective Transform among 
Three Images 

After normalizing each image, we compute the 
geometric transformation for stitching the images 
toget her. Although the images are normalized, 
the accuracy of a simple geometric transformation 
such as 2D translation or affine transformation is 
not sufficient. This is because the transformed 
images contain vertical distortion. For example, 
when the optical axis of the camera is towards 
the upper direction, the image content of the hot- 
tom will be larger than that of the top, because it 
is closer to the camera. Pair-wise planar projec- 
tive transformation is not good enough either. Al- 
though this transformation considers perspective 
distortion when mosaicing, it does not eliminate 
the distortion. 

We propose a new technique to use planar 
projective transformation among three images to 
maintain the image heights while eliminating ver- 
tical perspective distortion. Figure 4 illustrates 
the general idea. To compute planar projective 
transformation, we need at  least four pairs of 



Figure 5: Feature correspondence for planar pro- 
jective transform using three images 

point correspondences in the overlapping region 
between images. Usually when mosaicing, we find 
these correspondences between two images. For 
Japanese picture scrolls, we find them in the two 
overlapping regions among three images. If we 
consider the geometric transformation for image 
12, we use the overlapping region between II and 
I2 and the overlap between I3 and 12. 

To establish point correspondence, we use both 
an automatic method and a manual method. 
First, we automatically select prominent point 
features by computing image derivatives. After 
that, we automatically find the correspondences 
using an optical flow technique [3]. Some parts of 
Japanese picture scrolls have regions with low tex- 
ture. For these parts, we use manual operation by 
mouse. After selecting a point with a mouse, we 
roughly find the corresponding pixel on t,he other 
image by hand. The system automatically finds 
the correspondence in sub-pixel precision by us- 
ing area-based template matching which is based 
on normalized correlation. 

After establishing point correspondence, we 
compute the planar projective transformation. 
We repeat this process for all of the images. At 
this point, we have some small problems to solve. 
If we transform an image, this transform will af- 
fect the rest of the images. Conventional image 
mosaicing methods allow this operation to process 
sequentially. This operation, however, becomes a 
problem for our purpose because we need to main- 
tain the image heights. 

To solve this problem, we describe a new way 
of setting point correspondences for planar projec- 
tive transformation among three images. Figure 5 
illustrates the idea. We use the intermediate point 
coordinates as target coordinates, instead of us- 
ing the point coordinates in the other image. If a 
point on image II is described by a dotted X and 
its corresponding point on image I2 is X, we set 
the target point as the middle-point between these 
points, indicated by the circle, when estimating 
the transformation matrix both for image Il and 
12. This process will be applied between image I2 
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ages, we need a special treat,ment. For the side 
wit,h no overlapping region, we use the two corners 
of the images themselves as fixed feat,ure points. 
By adding these feature correspondences, we can 
compute the transformation matrix for these im- 
ages as well as the other images. 

3.3 Local Registration 

Even with the techniques described above, some 
three-dimensional distortions still remain, caused 
by the roughness of the paper. Although planar 
projective transformation assumes that the sur- 
face of the object is flat, we cannot make picture 
scrolls very flat. This is because they are too frag- 
ile. To solve this problem, we use local registra- 
tion in addition to the global geometric transfor- 
mations described above. To do this, we compute 
the dense optical flow vectors for each pixel in the 
overlapped regions. 

After using the transformed coordinates as the 
initial position, we perform local registration. We 
use the Lucas-Kanade optical flow method since 
it is faster to computer than area-based template 
matching methods [3]. The pixel transformation 
consisting of geometric transformation H and its 
flow vector di for pixel pi can be writt,en as follows: 

where pi is the transformed pixel. 
Here, we need to solve a problem in opt,ical flow 

estimation, called the aperture problem. When 
the image content has no texture or linear, unlike 
corners, the accuracy of the optical flow becomes 
poor. We solve this problem by interpolating reli- 
able flow results [I]. 

3.4 Color Adjustment 

Since the colors of images are different from 
each other, we have to adjust for these color differ- 
ences. We use the following two types of methods. 

blending 

color transformation 

Blending is a technique to smooth the color dif- 
ference in the overlapping region between images. 
When rendering images, we mix the pixel values 
of the images according to the weights computed 
from the distance to the pixel. Color transforma- 
tion is a pre-processing technique before render- 
ing. If we know the color differences for each pixel, 
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we can comp~it,e the linear transformation. By us- 
ing this transformation, we can transform images 
to compensate the color differences as follows: 

where a and b are coefficients, I is the original 
image, and I' is the transformed image. Since we 
know the pixel correspondences, we can compute 
these coefficients by the least squares method. 

We thus perform image mosaicing of Japanese 
picture scrolls by using computed geometric trans- 
formations, flow vectors, and color transforma- 
tion. 

4 Experiments 

We have conducted experiments on real images. 
The images were taken with a film camera. They 
were then digitized by a professional-use film scan- 
ner. The image size was 10,630 by 6,378 pixels. 
With this image size, we can print the result with 
a printer whose resolution is 300 DPI. Figure 6 
shows the entire image mosaic. The image size is 
114,608 by 5,085 pixels. We can see that the result 
is good. We cannot recognize any seams, even if 
we look at the printed result very carefully. The 
image height is maintained from start to end. 

We compared the result by our method with 
that by a previous method, pair-wise planar pro- 
jective transformation. Figure 10 shows the com- 
parison. In the result by the previous method, the 
image height is not maintained and is distorted at 
the vertical edges of the mosaic. The accuracy 
in the part on the left side of the cow cart is ex- 
tremely low. This is because it has low texture 
and the overlapping area is small. On the other 
hand, the result by our method is good all through 
the mosaic. The image height is maintained. 

Figure 8 shows the effectiveness of our local reg- 
istration. In figure 8(a), we can notice the doubled 
edges caused by registration error. On the other 
hand, the result with local registration shown in 
figure 8(b) is very good. Figure 9 shows another 
example. Figure 9(b) with local registration is 
much better than figure 9(a) without local reg- 
istration. 

We evaluated the proposed method quantita- 
tively. We measured the average error E of pixel 
value differences in the overlapped region w by the 
following error definition. 
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region. Thc result is shown in Tahlc 1. The error 
has been reduced by the proposed inetllod from 
20.2 to 5.4, which is almost one-fourth. 

5 Discussion 

This paper presents three techniques for stitch- 
ing together images of Japanese picture scrolls to 
make a digital copy. We confirmed that we can 
accurately stitch images together with the pro- 
posed techniques. The techniques can eliminate 
perspective distortion and three-dimensional dis- 
tortion caused by the roughness of the paper. 

The most significant achievement of our method 
is that we do not have to capture images again 
for mosaicing purposes. We can use images taken 
previously for recording purposes. This benefit is 
very important for digital archives of historical art, 
because they are often too fragile to allow image 
capturing. 

This time, we did not have to consider radial 
lens distortion. We might need to handle this dis- 
tortion with a certain type of optical system. For 
this purpose, several methods have already been 
introduced. By using these techniques, we can 
easily avoid this problem. 

6 Conclusion 

This paper presents the following three tech- 
niques to accurately stitch together images of 
Japanese picture scrolls. 

1. Adjustment of the height of each image using 
knowledge of the scrolls. 

2. Planar projective transformation among 
three images 

3. Local registration in addition to global regis- 
tration 

The first two techniques are used to compensate 
perspective distortion. The third technique is used 
to handle three-dimensional distortion caused by 
the roughness of the paper. Experiments showed 
that the quality of the image mosaic is very good. 
In the future, we would like to extend these tech- 
niques to other types of paintings. 
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Figure 6: Constructed image mosaic 

,.. ,I,,,.. ,,A. 'ecti-- transformation 

(b)The constructed mosaic by our method 

F i e  10: Comparison between a mosaic with planar projection and one with our method. 
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