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Videos captured by a head-mounted camera (here 
after abbreviated as HMC) are good media for record- 
ing our activities, and they are useful for recalling or 
sharing the experience afterwards. Videos taken as per- 
sonal records. however. can be long and redundant, and 

Abstract @ 
This paper introduces a novel method for analyz- 

Shll ing video records captured by a head-mounted camera. 
Compared to our previous method, the new method (a) 

is improved on two points. One is a new method of 
two-step motion estimation that adaptively uses either 
of the 2D affine model or the 3D rigid-body motion mwitlg 
with central projection model. The other is a coopera- 
tive use of a wide-angled surveillance camera, which 
delineates the location and the situation where the 

a user may n&d considerable tim;for finding the i'nfor- 
mation he/she requires. This disadvantage may spoil 
the merit of video records. 

For this purpose, we previously reported that scenes 
of attention can be good indices for summarizing those 
videos[3]. The view from an HMC contains the cen- 
tral portion of the sight, and the camera's ego-motion 
represents the user's head motion. By estimating ego- 
motions and by separating object motions, we can de- 
tect typical behaviors of the user's for paying attention 
to something as shown in Fig. 1. 

Figure 2 shows a browser that presents those scenes, 
and this browser is much more comprehensible than a 
simple arrangement of images taken at regular inter- 
vals (Fig. 3). We also reported that video summaries 
composed of those scenes showed good match to the 
summaries that were manually made by selecting im- 
portant scenes from the videos[4]. 

This paper introduces two new approaches for the 
performance improvement and for the extension of the 
potential applications. 
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Figure 3: Frames extracted at  regular intervals 

user acted. Experimental results show its usability for (c) movut3 (d) 
browsing personal records. 

Figure 1: Head motion in paying attention 

1 Introduction 

where the user acted, and for clearly presenting 
the situation by the wideangled view. 

In the following sections, we will briefly describe the 
above two approaches and their performance. 

A new method of two-step motion estimation that 2 Detecting Scenes of Attention 
adaptively uses either of the 2D affine model or 
the 3D rigid-body motion with central projection We consider the following scenes of attention: 
model is proposed. This method is composed of 
two step motion estimation that reduces false de- *,.tive ~ t t ~ ~ t i ~ ~ :  when a that moves dif- 
tections of edges or regions with fine textures. ferentlv from the background stays still at the same 

A view from a wide-angled surveillance camera position; the region i s  a good clue for the focus of 

is cooperatively used for delineating the location attention. Figure 4 shows the motion differences 
when a person is gazing at a focus of attention. 



Figure 2: Detection Result : In each column, the vertical direction expresses time passing. The leftmost images in 
each column are the still scenes and the images on the right side are the scenes of active attention. 
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Figure 4: Apparent motion vectors on active attention 

Passive Attention: When the camera motion stays 
small, the user is usually seeing something contin- 
uously at the same location. This situation is also 
a good clue for summarization. 

For the former one, our method detects the regions 
by the following steps as shown in Fig. 5: 

A pair of images are taken from the video data. 
They may be consecutive or several frames apart. 

The apparent motion estimation is applied to the 
image pair. For this purpose, we previously used 
the 3D rigid-body motion model with central pro- 
jection, which is briefly presented in Appendix A. 
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Figure 5: Flow of scene detection 

After the ego-motion is estimated, one image is 
transformed so that the viewing position and the 
camera orientation are equal to those of the other 
image. The difference between the two images are 
evaluated, and the regions that moved differently 
from the background is detected. 

Although not a few methods with simpler models 
have been proposed for video mosaicing(for example, 
[5]), most of them assume conditions which do not hold 
for our application. Indoor objects can be close to an 
HMC, and the depth range may widely vary in the 
view. Thus, our method has advantages for dealing 
with the shaky videos taken from an HMC. 

This method, however, has the following drawbacks: 

This model estimates the depth by assuming dis- 
parities. This computation is not appropriate 



when the camera translation is small. 

Since it is extremely difficult to estimate accurate 
motions, e.g., less than one pixel error for all over 
an image, edges and fine textures are often de- 
tected as the differences between an image pair. 

To cope with these problems, we improved our 
method on the following points: 

Our new method uses 2D affine model and it 
switches between the 2D model and the 3D model 
adaptively. The 2D model is briefly described in 
Appendix B. 

For finding differences between an image pair, the 
new method has two steps of motion compensa- 
tion. By applying the second motion estimation 
to the candidate region detected at the first mo- 
tion estimation step, most of false detections such 
as edges are eliminated. 

The overview of the new process flow is shown in 
Fig. 6. The 2D model is first applied for every pair, 
and the 3D model is used if the apparent motion is 
larger than a predetermined threshold. 

For detecting differences, we first gather statistics 
on the accuracy of the apparent motion estimation for 
synthesized images. Through the experiment, the av- 
erage displacement error is around 3 to several pix- 
els, which varies according to the position in a image. 
Thus, we found that one-step motion estimation is not 
enough for comparing two images with a considerable 
ego-motion. The second stev of our method is to find 
matches around the candidate regions detected by the 
first step. This step is a simple template matching 
process with the tolerance around the average errors of 
the first step. Additional explanation of this process is 
presented in Appendix C. 

By this new method we obtain better results as 
shown in Fig. 7. 
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Figure 6: Process flow of the new method 

Because of the improved motion estimation and 
the two-step difference detection, regions as shown 
in Fig. 7(a) are not detected, and regions as shown 
in (b) are well detected. 

Since the 2D motion estimation requires less com- 
putational time, the total comvutation time is re- 
duced to almost the half of the previous one. It (a) previous results (b) improved results 
currently requires around 5 times as long as the 
video length (on PentiumIII 933MHz), and we can Figure 7: Example of improved results 
expect that it will be computed online and real- 
time in the near future. 

The result for a ten-minute video is already shown in 
Fig. 2. Compared with the summaries in Fig. 3, redun- 
dant portions are shortened, and important events in 
each location are well chosen by the proposed method. 

3 Cooperative Use of a Surveillance 
Camera 

An HMC potentially misses the important events 
out of its view field, and it is sometimes difficult to 
recognize the user's location. The cooperative use of 
a surveillance camera greatly reduces those difficulties. 
With a wide-angled view as shown in Fig. 8, the system 
can use the user's location for indexing the videos, and 

the locus of the tracking is a good clue for recalling or 
explaining the activities. 

By applying the following operations to the videos 
captured by a surveillance camera, we can obtain the 
user's location and its locus for the above purpose: 

Detection of a moving region and tracking. 

Detection of a standstill point, which is usually a 
location a person stops and does something. 

Linking of a standstill point to the scene of atten- 
tion captured by an HMC. 

For detecting and tracking a human, we use the sub- 
traction from the background image that is always u p  



Figure 8: Example image captured by the surveillance 
camera 

dated. Except sleeping persons, a human moves more 
or less in a short period of time, and this makes easier 
to detect humans and to update the background image. 
The details are skipped because of the length limit. 

Figure 9 shows an example of the results obtained 
by the above method. Figure 9(a) shows the loci of 
the users' movements, and they show which portions 
in the scene were frequently accessed. For example, 
the image shows that the cabinet on the upper side 
of the image were accessed three or four times. Each 
gray mark on the image represents a scene of atten- 
tion was detected at its location. Each of the icons on 
the right hand side is a clickable icon that represents 
a scene of attention, and it holds movie clips captured 
through an HMC. By reviewing videos through its icon, 
we can efficiently browse the activity records. If nec- 
essary, by playing-back the video from the surveillance 
camera, we can check what happened around or behind 
the user. Thus, the cooperative use of a wide-angled 
surveillance camera greatly increase the usability for 
browsing personal records. 

4 Summary 

This paper introduced the two new approaches that 
improve the performance of indexing and summariz- 
ing videos from a head-mount camera. The results 
show that we can obtain a comprehensible summarizi~ 
tion of a video, and it enables efficient browsing of the 
contents. For future works, we need to evaluate our 
method, and we also need to apply the method to real 
problems. 
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Appendix 

A 3D Rigid-body Motion Estimation 

The apparent motion U(X) of a image point x can 
be calculated by using the camera translation t = 
(tl, t2, t3)T and the camera rotation w = (wl,wn, w ~ ) ~ .  

f is the focal length, Z(x) is the depth at the position 
x on the image plane. 

We denote the intensity I(x, T)  at point x at time T. 
If the above camera motion and rotation occurred dur- 
ing [T - 6t, TI, the following relationship ideally holds. 

Thus we can expect to get the motion parameters 
by minimizing the following error E. 

E = C{I(X,  T) - I(x - U, T - 6t)12 (3) 
Z,Y 

The process is as follows: 

1. By dyadic down-sampling, for example, 112, 114, 
and 118, multi-resolution images are created. 

2. The initial motion parameters are given to the 
system. For the most coarse image, the mo- 
tion parameters obtained for the previous frame 
are given1. For finer images, the parameters ob- 
tained by the calculation for more coarse images 
are given. 

3. The error defined in Equation 3 is minimized by 
the Levenberg-Marquardt method. 

4. The above operations are applied for all resolu- 
tions throughout the video. 

To make this calculation possible, we assume the 
depth is uniform within each small block, e.g. a block 
of 5x5 pixels. 

'For the first (initial) frame of a sequence, the initial motion 
parameters are all set to zero, i.e. no motion. 
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Figure 9: Personal activity browsers with the surveillance camera view 

B 2D Affine Motion Estimation if d(x, y) is larger than a pre-determined threshold, 
the pixel (x, y) is considered as a candidate pixel. 

The apparent motion u(x) of a image point x is 
calculated by using the linear transformation. 3. Candidate regions are grouped by labeling the can- 

didate pixels. For each region R, detected by 
this process, the second motion estimation is done 
by simple template matching by using normalized 
correlation. The range for the template matching 
is determined by the average displacement error 
of the first step of the motion estimation, which 
varies according to the position in a image. 

The actual calculation is similar to the 3D model. 
The system minimizes error E in Equation 3 by the 
Levenberg-Marquardt method. 

4. If the maximum correlation value is lower than a 
pre-determined threshold, the region is considered 
as a final candidate region for the focus of atten- 
tion. 

C Detecting Scenes of Active Attention 

Active attention of the user is detected by separating - - 
ego-motion, i .e .  apparent motion caused by the camera 5. Then, the score for each pixel at time T is deter- 
movement, and object motions. mined. 

1. The image at the previous frame is transformed so Pk(T - 1) + p if candidate that the viewing position and the camera orienta- 
Pk(T - l) - q otherwise 

tion are equal to those of the current image. By 
using the motion parameters, image IT-6T at the 
frame T - 6T is transformed to the view  IF-^^ at where p is the score obtained from one frame, and 

time T. q is the forgetting factor. At any time when the 
score is greater than the threshold (th,), we con- 

2. The difference between the image IT and IF-at sider thepixel is composing the target of'attention. 
are evaluated after smoothing is applied to each 
image. 




