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Abstract 

In this paper, we propose a technique to  efficiently 
detect human skin in color images with complex back- 
ground and varying illumination conditions. The stra- 
tegy consists of modeling the distribution of skin co- 
lors using a Gaussian mixture model (GMM) and seg- 
menting the image into skin and non-skin parts, using 
threshold values that are computed automatically by 
an adaptive technique. Morphological operators are 
finally applied to refine the final skin regions and ob- 
tain candidate face regions. We show that a mixture 
model of Gaussians can provide a robust representation 
of the human skin color to accommodate with large 
color variations. Using images taken from the Internet 
and in-house pictures containing persons with various 
skin-color types in different illumination conditions, ex- 
perimental results show that the proposed method can 
cope with a wide range of illumination situations and 
complex backgrounds. 

1 Introduction 

Within the last decade, research on processing and 
analysis of images containing human faces has been 
constantly increasing for purposes such as intelligent 
vision-based human-computer interaction, face track- 
ing, face recognition, facial expression analysis and hu- 
man emotion recognition systems. However, most of 
the facial image processing methods assume that faces 
have been previously localized and identified within the 
image. A robust face detection technique is therefore 
a requirement to build fully automated systems that 
analyze facial information. With sizes of digital image 
databases growing constantly, managing digital images 
using other search functions than name, date or image 
description will become more and more necessary. In 
the future, organization of personal pictures could be 
made using search functions such as a person's face. 
However, personal pictures often contain images taken 
under a wide range of uncontrolled conditions, such as 
complex backgrounds and varying illumination condi- 
tions. 

The task of human face detection is to determine in 
an arbitrary image whether or not there are any hu- 
man faces in the image, and if present, localize each 
face and its extent in the image, regardless of its three- 
dimensional position and orientation. Such a problem 
is a very challenging task because faces are non-rigid 
forms and have a high degree of variability in size, 
color, shape and texture. In this paper we propose a 
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method to extract skin regions in color images in cases 
of a wide range of skin-color variations, varying light- 
ing conditions, different face orientations and complex 
backgrounds. Based on a set of sample pixels extracted 
from a wide variety of persons of different skin colors 
and captured in different lighting conditions, a Gaus- 
sian mixture model of this distribution is built. Using 
this skin-color model, skin-color segmentation is per- 
formed to extract skin regions. Our skin-color segmen- 
tation uses threshold values that are computed auto- 
matically using an adaptive technique. Finally, skin 
regions are refined by using morphological operations 
in order to produce the candidate face regions. 

2 Color information processing 

Because color is a powerful fundamental feature and 
because it is, under constant illumination, almost in- 
variant to scale, orientation and partial occlusion, we 
propose a method using color information to extract 
efficiently human skin in images captured in complex 
environmental conditions. Skin-color image segmenta- 
tion is computationally inexpensive and is robust to 
cluttered background. 

In this research, we use the HSV (hue, saturation, 
value) color representation because it is compatible 
with the human color perception and because previ- 
ous work has shown that this color space is one of the 
most adapted for skin-color detection [12]. The HSV 
color space is obtained by a non-linear transformation 
of the fundamental RGB color space. We use the cone 
representation of the HSV color space, where H, S and 
V are all normalized in the range [0,1]. The H and S 
components represent the chromatic information, while 
V represents the luminance information. 

3 Skin-color model 

Although people from different ethnicities have dif- 
ferent skin colors in appearance, experiments have 
shown that skin colors of individuals cluster closely 
in the color space, i.e. color appearances in human 
faces differ more in intensity than in chrominance 
[2, 7, 8, 111. Therefore, the V component is discarded 
in order to  reduce dependence to lighting conditions, 
while H and S are used to build a 2D model of the 
skin-color distribution. 

Figure 1 shows the distribution in the chromatic 
space of samples of skin colors from 253 persons from 
different ethnicities, e.g. Caucasian, Asian, African 
and dark-skin types, and captured in different illumina- 
tion conditions. Figure l (b)  shows the plot of H and S 
values of these samples. We see that even though sam- 
ples are from persons of different types of skin-color, a 



cluster exists in the chromatic space. The samples were 
extracted from a set of face images randomly taken 
from the WWW and a set of in-house data. The illumi- 
nation conditions for these samples ranged from poor 
lighting to bright lighting, with no control on the di- 
rection of the illumination source. These pictures were 
captured in both outdoor and indoor situations, and 
are thought to represent a large sample of the typical 
variations met in personal pictures captured with dif- 
ferent digital cameras. We only considered images that  
were thought to be captured with a white illuminant, 
as a non-white illuminant changes completely the true 
skin color. 

Figure 1: Distribution of samples of skin-pixels: (a) 
distribution, (b) chromatic chart, (c) projection in hue 
and (d) saturation axes. 

Previous research works have modeled the skin-color 
distribution by a multivariate normal (Gaussian) dis- 
tribution in the chromatic space [I, 5, 6, 91. However, 
even if there exists a small cluster in the chromatic 
space, using a single Gaussian function is not effec- 
tive enough to  model human skin-color distribution. 
One main problem occurring when using a Gaussian 
model is partial extraction of the face due for exam- 
ple to the presence of facial highlights and complex 
lighting. Furthermore, color appearance is influenced 
by different lighting environments or object movement. 
Different cameras may produce different color values, 
even for the same person under the same constraints of 
pose and illumination. Finally, human skin color differs 
from person to person. To address all these problems, 
we propose to model the skin-color distribution using 
a Gaussian mixture model (GMM): 

where k is the number of Gaussians in the mixture 
model, the parameter set 8 = {air p i ,  C i ) t z 1  is such 
that: c:=, cri = 1, cui > 0, pi E l I d  and Ci is a d x d 
positive definite matrix. 

The parameters of the model are estimated using the 
EM (Expectation-Maximization) algorithm [4]. This 
algorithm is an iterative method to obtain the maxi- 

mum likelihood estimation of the parameters: 

The initialization of the mixture parameters is done 
using the K-mean algorithm. Using Equations (2)-(4), 
the newly derived parameter values are then used as 
the guess for the next iteration. 

Figure 2 shows the mixture model of the skin-color 
distribution of Figure 1, built with 4 Gaussian compo- 
nents using Equation (1). 

Figure 2: Gaussian mixture model of the skin-color dis- 
tribution of Figure 1: (a) distribution, (b) projection 
in hue and (c) saturation axes. 

4 Skin-color segmentation 

4.1 Skin likelihood 

Using the skin-color model, the original color image 
can be transformed into a likelihood image. This like- 
lihood image is a grayscale image where the gray value 
of each pixel shows the probability of the pixel to rep- 
resent skin color. Bright pixels have a high probability 
to represent skin color, while dark pixels have a low 
probability to represent skin color. Figure 3 shows an 
example of such a likelihood image. With an appro- 
priate threshold value, the likelihood image can be seg- 
mented into a binary image showing skin and non-skin 
regions: 

skin pixel if likelihood>threshold 
pixel = non-skin pixel else 



Figure 3: (a) original image, (b) likelihood image. 

4.2 Adaptive threshold 

GMM has been used by previous researchers for 
skin-color modeling [3, 101. In these works, skin-color 
segmentation was based on a unique threshold value ar- 
bitrarily decided. However, when processing images of 
different people taken in different imaging conditions, 
the use of only one single threshold value is not adapted 
to  deal with the wide range of variations. 

We use a method to compute automatically the 
optimal threshold value using an adaptive technique. 
The algorithm is based on the observation that a high 
threshold value will give a small segmented area, while 
a low threshold value will give a larger one. Decrea- 
sing the threshold from an initial high value, the size of 
the detected skin region will likely remain stable under 
a certain range of threshold values until the thresh- 
old value becomes too small such that non-skin regions 
merge with skin-regions, resulting in a sharp increase 
of the total segmented area. If the increase in size 
of a region is plotted as a function of the decrease in 
threshold value, the obtained curve gradually decreases 
up to a point where it sharply increases. The optimal 
threshold is the one a t  which the minimum increase in 
region size is observed while stepping down the thresh- 
old value from an initial value Ti to a final value Tf. 
We use a decreasing step of 0.1, with different Ti and 
Tf according to  each Gaussian component G,: 

Furthermore, as we use a mixture model composed 
of k Gaussian components, one optimal threshold is 
estimated independently for each of the k components, 
i.e. we compute k optimal threshold values. These are 
estimated a posteriori according to the input image 
and are therefore not fixed a priori. Each Gaussian 
component with its corresponding threshold value will 
extract a different skin region on the face. On the origi- 
nal image in Figure 3, the top-down lighting produced 
clearly some highlights on the forehead, while most of 
the remaining part of the face is darker. Figure 4 shows 
the skin regions detected by each of the four Gaussian 
components Gi of our model. It can b,e seen that each 
Gaussian component has detected a different part of 
the facial area, corresponding to a different skin-color 
variation due to the illumination environment. 

The final segmentation image is a logical OR com- 
bination of each of the segmented skin region obtained 
respectively with each Gaussian component and its cor- 
responding threshold value. Figure 5(a) shows the skin 

Figure 4: Partial segmentation results of Figure 3, for 
each Gaussian component Gi: (a) GI (T1=0.7), (b) G2 
(T2=0.7), (c) G3 (T3=0.6) and (d) G4 (T4=0.3). 

segmentation result obtained by combining the partial 
results of Figure 4. 

5 Refinement of candidate regions 

Due to the existence in the background of colors 
similar to  skin tones, skin-color segmentation in ima- 
ges with complex background can yield small isolated 
groups of pixels in the segmented image. These regions 
have typically a size of a few pixels and may be assimi- 
lated to noise, which can be eliminated using a median 
filtering. Such small blobs can be seen in Figure 5(a). 
Morphological operators, such as opening and closing, 
are then applied to refine the remaining regions and 
construct a face mask. These morphological operators 
use a structural element, which is a matrix that de- 
fines a neighborhood shape and size. As human faces 
are likely to have round shapes, our structural element 
is a disk. The size of the structural element used for 
each morphological operation is set automatically ac- 
cording to the sizes of the image and the skin region. 
Applying the face mask on the original image, we get 
the final candidate face regions. Figure 5(b) shows the 
final candidate face region of the image in Figure 3(a), 
after morphological cleaning of the segmentation re- 
sult. In this case, the size of the structural element 
was computed to include 13 neighbor pixels. 

Figure 5: Skin-color extraction results: (a) skin seg- 
mentation result of Figure 3, (b) candidate face region 
after morphological cleaning of (a). 



6 Experimental results 

Figure 6 shows skin detection results on images with 
cluttered background, varying illumination conditions, 
with persons from different ethnic types and sometimes 
with several persons contained in the image. These 
results show that the entire facial regions are clearly 
extracted, regardless of face orientation. In some of 
these examples we see that non-face objects with colors 
similar to skin-color, such as hands and clothing, may 
also be falsely extracted. Using only color information, 
it is not possible to separate completely the true face 
regions from regions similar to skin tones. However, 
we have shown that our method can be a robust step 
in localizing candidate face regions in a face detection 
algorithm. 

Figure 6: Skin-color extrac 
original image, (b) skin-col 

7 Conclusion 

:tion for face detection: 
or extraction result. 

people of different ethnicities and with several persons 
contained within the image. While Gaussian modeling 
and hard thresholding usually fail to extract comple- 
tely skin regions in complex illumination conditions, 
our method manages to detect skin regions on the en- 
tire face. Furthermore, while other GMM-based meth- 
ods use skin-color segmentation with a unique thresh- 
old value defined arbitrarily, we compute automatically 
and adaptively the threshold value for each of the com- 
ponent of our model. This makes our method more ef- 
fective to process a large range of environmental varia- 
tions in images. The next step in our research is the 
detection of facial features and the use of additional in- 
formation about face structure to validate or reject the 
candidate regions and build a complete face detection 
system. 
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