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Abstract 

In this paper, we propose a new method for 3D 
reconstruction from three cameras based on the pro- 
jective geometry. If the subject is just synthesiz- 
ing images from new viewpoint, 3D shape recon- 
struction in Euclidean space is not required, and 
projective reconstruction gives enough information 
to  synthesize new viewpoint images. This means 
that full calibration is not needed but recovery of 
epipolar geometry between input cameras is suffi- 
cient. In the proposed method, three input camera 
images are rectified so that the vertical and hori- 
zontal directions can be completely aligned to the 
epipolar planes between the cameras. This rectifica- 
tion provides Projective Voxel Space(PVS); in which 
the three axis is aligned with the camera's projec- 
tion direction. Such alignement simplifies the pro- 
cedure for projection and back projection between 
the 3D space and the image planes. Taking advan- 
tage of this PVS, we apply shape-from-silhouette in 
the PVS to acquire bounding space of the object. 
The consistency of color value between the projected 
pixel in the camera images is evaluated for final de- 
termination of the object surface voxel. 

1 Introduction 

For synthesizing images from new point of view 
based on real multiple images, one approach is to 
reconstruct the 3D shape of object in the scene, so 
that images can be generated from 3D shape and 
texture data. In general, 3D reconstruction requires 
camera calibration which is performed by checking 
the correspondence between 3D geometry in world 
coordinates and 2D geometry in image coordinates 
[lo, 51. However reconstructed 3D geometry itself is 
not required explicitly [8], the reconstruction of 3D 
geometry has some advantages. One of the advan- 
tages is handling all data in a common coordinate 
frame. 

Recently, projective geometry has been often used 
in the field of computer vision [6, 7, 8, 11, because 
projective geometry can be determined easier than 
Euclidean geometry. While determination of Eu- 

geometry requires only some matching points in each 
image [ll]. Then we call the traditional camera cali- 
bration "strong calibration" and calibration for pro- 
jective geometry "weak calibration". Projective ge- 
ometry makes it possible to determine epipolar line 
for any point in image, however it has no notion of 
a world coordinate [ll]. Thus, projective geometry 
is easy to calibrate, but it doesn't make common 
coordinates like Euclidean geometry. 

In this paper, we propose an approach to recon- 
struct 3D shape in a voxel space from three images 
and weak calibration. We call this voxel space "Pro- 
jective Voxel Spacel'(PVS). The coordinate axes are 
not orthogonal in PVS, so the reconstructed 3D 
shape itself is not equal to 3D shape in Euclidean 
geometry. However, PVS makes it possible to han- 
dle all data in a common coordinate frame, and the 
reconstructed shape describes enough 3D informa- 
tion for synthesizing images from new point of view. 

2 Projective Voxel Space 

First, we apply fundamental matrix which is one 
of the description forms of projective geometry in 
two images. Fundamental matrix is a 3x3  matrix, 
and it theoretically requires only seven matching 
points in it's determination [2]. Using the funda- 
mental matrix, epipolar lines can be solved from 
arbitrarily points in the other image. In this way, 
fundamental matrix can restrict the searching area 
of a matching point in a line in each image, because 
the correct matching point must exist in the corre- 
sponding epipolar line in each image. 

- 
clidean geometry requires a map of correspondences Figure 1: Epipolar lines in three images (A,B,C : 
between the points in the image and Euclidean ge- example of points) 
ometry of those points, determination of projective 
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As mentioned, fundamental matrix can solve 
epipolar lines between a pair of images. Then, epipo- 
lar lines in three images have many intersections as 
show in Figure 1. Considering these intersections as 
re-sampled pixels, a matching information between 
two of the images can identify the matching point 
in the third ( the other ) image, because we have 
epipolar information in all re-sampled pixels. 

This feature enables to rectify three images so 
that the vertical and horizontal directions can be (a) 

Q 
completely aligned to the epipolar planes between 
the cameras. The rectified images provides Projec- 
tive Voxel Space (PVS), in which the three axes is 
aligned with the camera's projection direction. In 

r) 
PVS, all lines parallel to one of the axes is paral- 
lel to projection direction of one of three cameras, 
and all planes vertical to one of axes is epipolar 
plane between two cameras. Such alignment sim- 
plifies the procedure for projection and back projec- 
tion between the 3D space and the image planes, (b) 
because the 3D index in PVS implies the projected 

Q 
point onto each camera image as shown in Figure 2. 

The shape of the object in this voxel space doesn't 
have similarity to the shape in the real world. How- 
ever, the surface of the reconstructed shape is equal 
to the correct matching point information in each 
image, and PVS is enough to detect correct match- 
ing points. 

r) 
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Figure 2: Projective Voxel Space 

3 Shape-from-silhouette method 

Our reconstruction method is based on shape- 
from-silhouette method. We apply shape-from- 
silhouette method in the PVS using silhouette in- 
formation in the three input images. The accuracy 
of the obtained 3D shape is dependent on the loca- 
tion of three cameras. If cameras are set in almost 
parallel direction, the acquired shape has ambigu- 
ity in a direction of center of three cameras in Eu- 
clidean space. This is because the silhouette infor- 
mation of three images are almost identical as shown 
in Figure 3-(a),(b). In this case, we should apply 
one more camera which is set in vertical direction 

Figure 3: Bounding space acquired by shape- 
from-silhouette method: (a) Shape-from-silhouette 
method with three cameras ; (b) Acquired shape by 
(a) ; (c) Acquired shape with additional camera 

of three cameras, because this vert,ical camera can 
reduce this ambiguity as shown in Figure 3-(c). In 
this way, bounding 3D space of the object is acquired 
from silhouette information. 

4 Surface Voxel Determination 

As described in previous sections, shape-from- 
silhouette method acquires bounding area of the ob- 
ject. This bounding area does not have enough ac- 
curacy in most of the cases. The purpose of our 
method is to synthesize images from free point of 
view, and it requires topological information of the 
occlusion. To obtain accurate 3D rnodel with con- 
sideration of occlusion, complex or iterative method 
has been proposed [9, 31. In this paper we adopt 
a simple method, because our purpose does not re- 
quire detailed 3D information and rough shape with 
correct topological information is enough. 
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Figure 4: Occlusion in Projective Voxel Space 

From the definition of PVS, correct matching 
point is equal to surface of the object. In most cases 
of the occlusion, the invisible point in a image might 
be visible in the other two images as shown in Fig- 
ure 4. Then, pixels which are projected from surface 
voxel have similar color information in two images. 
When a point is not in occlusion, the projected pix- 
els in three images have similar color naturally. In 
both cases, the projected pixels have same color at 
least in two images. Then, correct matching point 
is searched by a assumption that the projected sur- 
face voxel has same color in two of the images. The 
obtained matching points are equal to the surface of 
the object. Since projection of each voxel in PVS 
onto each camera images is very simple (i.e. voxel 
index implies the projected point as shown in Fig- 
ure 4), the consistency check of color value described 
above can be performed by the very simple way. 

5 Experiments 

To demonstrate the effectiveness of our proposed 
method, we tested the method using real images. 
The fundamental matrices were solved with about 
30 matching points in each image. The silhouette of 
the target objects were obtained by preprocessing. A 
512 x 512 x 512 voxel space was constructed from 
three 640 x 480 images. 

Figure 5 shows input images and Figure 6 shows 
the depth map based on the obtained surface of the 
model in PVS. Figure 7 shows synthesized images 
based on the obtained matching information. Oc- 
cluded points (e.g. left leg of the person) are syn- 
thesized plausibly, because the matching informa- 
tion beyond some other points exists in PVS. 

6 Conclusion 

ected Point 

Point 

method for detect the surface of objects is also pro- 
posed. The accuracy of proposed method depends 
on the arrangement of cameras, and the arrange- 
ment needs more examinations. 
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This paper focused on 3D voxel concept in projec- 
tive geometry. PVS is constructed with three images 
and weak calibration, and shape-from-silhouette 
method can be applied in this voxel space. A simple 



Figure 5: Input images 

Figure 6: Depth maps based on the reconstructred shape in PVS 
(depth value contains the depth in PVS) 

Figure 7: Synthesized images based on the reconstructred shape 
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