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Abstract 

A method estimating motion and planar sur- 
face parameters based on pixel intensity is pro- 
posed. Conventional approaches for estimation of 
these parameters are based on detected edge or fea- 
ture points correspondence. Thus the problem is 
one of searching for any point which corresponds to 
feature points in other images. These approaches 
provide a solution from sparse points, however the 
shape cannot be estimated using all the pixels in an 
image. In this paper, by assuming that the multi- 
ple planar surfaces consist of objects, we propose a 
method that can estimate the depth of all pixels in 
input images without feature points correspondence. 
This approach places no restriction on the number 
of input images, which is different from conventional 
stereo vision with the exception of the factorization 
method. In the proposed method, parameters can 
be estimated as the ML (maximum likelihood) es- 
timator, and the depth as the MAP (maximum a 
posteriori) estimator. 

1 Introduction 

fore, when discussing these methods, many fea- 
ture points with precise correspondence are required. 
Note that there is a tradeoff between the number 
of feature points and the accuracy of correspon- 
dence. Another method proposed by Szeliski[7] gen- 
erates a Mosaic, in which objects consist of a pla- 
nar surface and motion are estimated from the all 
the pixels in images. This method enables high 
density estimation. In this paper, we extend the 
method proposed by Szeliski to multiple planar sur- 
faces and multiple input images in a Bayes' frame- 
work. We begin, in Section 2, by defining a proba- 
bilistic model. Since this model includes the hidden 
label which represents the owner plane, this prob- 
lem is in NP-complete. Therefore, in Section 3 we 
propose an algorithm that uses the EM (Expecta- 
tion Maximization) algorithm including MFA (mean 
field approximation) for the reduction of the compu- 
tational cost. In Sections 4, 5 and 6, the effectiveness 
of the proposed method including these techniques 
is confirmed by experiment and discussed. 

2 Definition of probabilistic models 

Figure 1 shows the motion parameters of frame k, 
in which the camera moves by rotation Rk and shift 

Motion parameters estimation and the three- 
s k  to the position of frame 0. Rk is a 3 x 3 matrix and 

dimensional depth recovery problem are two of the 
zzk s(k) = [Ak, Bk, ckIT is a 3 x 1 vector, where 

most important problems in the field of computer the subscript T denotes the transpose of the vector 
vision. Recently, these two problems have been com- or matrix. When the planar surface j is represented 
bined with the camera calibration problem, and sev- 

as Zo = pj X o  + qj Yo + r, the translational matrix 
era1 methods have been proposed. However, these T' with a pinhole camera is described as 
methods mainly depend on feature points such as 
edges, zero-cross points and so on. Tomasi and 
Kanade have proposed a fast and simple method 
known as the factorization method, which is the 
most basic method[8] of all the methods proposed 
to date. Although several extensions to this method 
have been proposed[2],[9], methods based on the fac- 
torization method work well only for images with 
many feature points with correspondence. There- 
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where w is the scale ambiguity. These parameters 
can be described as Otk = [Ak, Bk,  C k ,  Bk, 4k,  & I T ,  
OPJ = [pj , qj  , rj], where k represents the frame num- 
ber, and j represents the plane number. Then, as- 
suming that the intensity g i k  of pixel i in input image 
k has noise N(0 ,  uk), the probability density func- 
tion (p.d.f.) conditioned by planar surface j is de- 
fined as, 
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Figure 1: Multiple-Planar-Surface and Motion Pa- 
rameters Estimation 

where, gtijk) represents the pixel intensity of the 
point in image 0 for which the pixel i of image k is 
transformed inversely according to planar surface j, 
and L(ijk) E {O,l) is the j th component of label vec- 
tor Lik which represents the label that describes the 
owner-plane, the sum of the components of which is 
equal to 1. 

In this case, for the prior of labels {Ljk), in ad- 
dition to considering spatial connection using MRF, 
temporal restriction is also considered. Thus, a hier- 
archical labeled model is proposed. Figure 2 shows 
the networks of this model. First, label Lik and Li 
is provided, where, Lik is considered as the label of 
input image k excluding 0, and Lik as the label of in- 
put image 0. Then, the pixels of image 0 and image k 
connected by the transformation decided by param- 
eter {Otk, Op,) should be labeled as the same plane. 
This means that both label Ljk and Lk(ijk) of pix- 
els connected by the current parameter take similar 
vectors. The relationship of this can be written as, 

Moreover, as spatial connection MRF is defined as 

1 
p ( U ;  8) = - exp C C BLZL:.. (4) 

mElo  rnlER, 

where, ZL represents a partition function, To rep- 
resents the image area in input image k, and 72, 
represents the neighborhood of pixel rn. 

This model is equal to HME (hierarchical mixture 
of experts) proposed by Jordan[4] under the MFA, 
and thus has a theoretical background. 

Figure 2: Hierarchical label networks 

The ML estimator can be found by maximizing 
the following likelihood function with respect to the 
parameter 

where, the likelihood function can be obtained from 
Eqns. 2,3, and 4 by taking the marginal distribution 
with respect to Lik and LL as follows 

When the ML estimator {6t, Qp, {c?;), b, {?k)) can 
be found, the MAP estimator can be obtained by 
maximizing the posterior probability 

Only the numerator needs to be maximized, in order 
to maximize the above probability . Thus the MAP 
estimator {Likr LL)  can be obtained by maximizing 
the numerator only. 

3 Calculation methods 

The maximization of Eqn. 7 involves an exponen- 
tial number of terms, thus ways to reduces the com- 
putational cost must be considered. To solve this 



problem, We apply MFA[l] ,[lo], and Factorizable 
forms of the posterior probability is obtained. Then 
the divergence between the real form and factoriz- 
able form is measured. Thus, the factorizable form 
which minimizes the divergence can be regarded as 
the optimal approximation. Minimizing the diver- 
gence generates an equation called the mean field 
equation. In the proposed model, two nested equa- 
tions are generated. To solve these equations itera- - 

tively, the mean of each label can be calculated from 
the minimization of the divergence as 

- L. .  - r j k  - exp ( - w i j k  + ' Y k L t m j )  

zjl  ex^ ( - w i j k  + 7ki'mjl) ' 
(8) 

In addition, maximizing Eqn. 6 is also difficult. 
Thus, we apply EM algorithm[3],[5]. Here, the detail 
of the algorithm is omitted due to the restrictions of 
this paper. In the E-step (Expectation step), using 
the value calculated by MFA from Eqns. (8) and 
(9), the conditional expected function of the com- 
plete data {g ,  L, L') can be generated. In the M- 
step (Maximization step) the conditional expected 
function generated in the Es tep  is maximized with 
respect to each parameter. For a detailed explana- 
tion of the proposed algorithm, see [6]. 

4 Simulation Results 

Figure 3 shows the input image frame 0 used for 
the simulation. This image is 280 x 280(pix.), and 
focus is 400(pix.). The number of planes is three and 
the number of frames is five. The camera moves from 
frame 0 by rotation Rk and shift ak, and images are 
taken a t  each camera point. The noise is a2 = 9 for 
correct intensity of these images, and these images 
are used as the input images. Note that each frame 
k (k=1 ... 5) does not cover all the area of frame0. 
Using these six input images, model parameters are 
estimated and each pixel is clustered. Figure 4(a) 
shows the clustering results of the first iteration and 
Fig. 4(b) shows the convergence results (after 150 
iterations of the EM algorithm) of clustering of each 
pixel for frame 0. Since the initial probability of 
each pixel to each plane is the same, the clustering 
is disconnected at the results of the first iteration. 
However, the convergence results show that almost 
all pixels are clustered to the correct plane, and thus 
prove that this algorithm is effective for clustering. 

Figure 5 shows the input images for frame k 
(k=1 ... 5), Fig. 6(a) shows the clustering results of 
the first iteration of the clustering and Fig. 6(b) 

Figure 3: Input Image Frame 0 

(a) First Iteration Results (b) Convergence Results 

Figure 4: Clustering Results for Frame 0 

shows the clustering results of each input image of 
frame k. The clustering results of frame k are very 
similar to the results of clustering for frame 0, indi- 
cating the validity of the proposed model. 

5 Experimental Results 

Next, we apply the proposed this algorithm to 
real images. The number of planes is three and the 
number of frames is three. All the images used in 
this experiment were obtained using a CCD camera. 
Figure 7(a) shows the input images of frame 0 (270 x 
270 pix.) and clustering results. Figure 7(b) shows 
the clustering results of first iteration for frame 0. 
Figure 7(c) shows the convergence results of cluster- 
ing for frame 0. As shown in Fig. 7(c), almost all 
pixels are clustered correctly. Since all the param- 
eters are estimated based on this cliistering results, 
it can be said that the proposed algorithm provides 
a good estimation of each parameter. These results 
prove that the proposed algorithm can be applied to 
real images. 

6 Conclusion 

In this paper, an estimation method for multiple- 
planar-surface parameters and multiple motion pa- 
rameters has been proposed. The estimation 
method is derived by solving a hierarchical proba- 
bilistic model constructed to handle multiple input 
images. To solve this model, the EM algorithm with 



Figure 5: Input Images of Frame k 

(a )  First Iteration Results 

(b) Convergence Results 

Figure 6: Clustering Results for Frame k 

MFA is applied. We have shown that the frame- 
works derived in this approximation are the same as 
hierarchical bayesian expert networks, and the ef- 
fectiveness and stable convergency of the proposed 
method is confirmed using real images. 
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