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Abstract 

Fact,orization is one of the most practical lnethocl 
to recover 3D shape arid motion simultaneously fro111 
2D images with stable and fast computation. How- 
ever, there still remain two crucial problems to be 
solved in real situations; one is to determine the true 
shape from a pair of visually equivalent candidates 
and the other is to measure the actual size of the 
object. This paper presents a method to solve the 
shape and size problems by the factorization with 
action; that is, 3D recovery is performed from an 
image sequence with a known trajectory of a sin- 
gle feature point given by the compiiter-controlled 
robot hand, arid we determine the shape and size by 
evaluating the co~isistency between computed shape 
and the given trajectory. Experi~nents results per- 
formed in sir nu la ti or^ study and in real world have 
shown the effectiveness of our niethocl. 

1 Introduction 

A major concern in computer visiori is to recover 
3D shape from 2D images. Several methods have 
been developed so far to estimate depth informa- 
tion, from a set of images taken by varying a lens 
parameter in depth from focus[l], from a pair of im- 
ages in shape from stereo[2], from a set of images 
taken under a structured illurninatio~l in photomet- 
ric stereo[3], from a image sequence taken by a niov- 
ing camera in factorization[4] or in active vision[5], 
and SO on. 

In all vision studies, problems are solved tincler 
an intrinsic condition; namely, nothing but the vi- 
sual information is available. In other words, the 
observer is not permitted to alter tlie scene configu- 
ration but allowed to watch the scene. 

In practical situations, however, the output of vi- 
sion task such as 3D shape and position of an object 
is expectccl to be an input of action task such that 
the object is pushed, picked up or moved. This con- 
catenation of successive two tasks suggests a new 

paradigm Active Recognition in which vision prob- 
lems are solved with physical information obtained 
actively by touching or pushing the objects. In this 
paper, we present an active recognitio~i approach to 
overcome the limitation of the conventional vision 
paradigm. 

The factorization is one of the most practical 
method to recover 3D shape and motion simulta- 
neously from 2D images with stable and fast com- 
putation. However, there still remain two crucial 
problems to  be solved for the succeeding action task; 
that is. 

Shape uncertainty: 

While the factorization yields a unique solu- 
tion mathematically based on the linear alge- 
bra, there are two candidates of 3D shape physi- 
cally. This uncertainty comes from that the axis 
of depth is reversible in the orthographic pro- 
jection. This is know11 as a Necker's reversal or 
depth reversal problem. 

Size uncertainty: 

The factorization tells no infor~nation about the 
actual size of the object. This is why the arbi- 
trary scale factor is involved in the projective 
transformation. 

This paper proposes a method to solve these 
shape and size problems by the fa.ctorization with 
action; that is, 3D recovery is performed from an 
image sequence with a known trajectory of a sin- 
gle feature point given by the computer-controlled 
robot hand, and we determine the shape and size by 
evaluating thc consistency between computed shape 
and the given trajectory. In a situation where a 
remote robot having camera and nia~iipulator that 
is controlled by a human operator, such a trajec- 
tory is once obtained by pushing an object through 
a human-aided operation, the robot can con~pute the 
precise shape and size of the object so that an ac- 
tion task such that the object is picked up would be 
performed. 
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Figure 1: Image and object-centered coordinate sys- 
tems. 

solution by using a known trajectory. Finally, ex- 
perimental results carried out in simulation as well 
as in real world will be shown to demonstrate the 
effectiveness of our method. 

2 Solution of Shape and Size Prob- 
lems 

2.1 Shape and size uncertainties 

Suppose a situation where an image sequence of 
a moving object is taken by a static camera and all 
feature points on the object are tracked throughout 
the image sequence. 

Using the following notations, (Fig. 1) 

sP = (xp, yp, z ~ ) ~ :  3D object-centered coordi- 
nates of the pth feature point, where 1 5 p 5 P. 

mf and n f :  3D vectors representing the x and 
y axis of the image plane, respectively, where 
1 l f S F .  

(xfp, yfp): 2D image coordinates of the pth fea- 
ture point in the f t h  frame. 

[a cyf IT: 2D translation vector of the object 
center in the iniage coordinates. 

we have the relation between 3D and 2D coordinates, 
as follows, 

For the physical interpretation, it is necessary to 
introduce a matrix Q = diag(1, 1, q), where q E 
(-1, l ) ,  and a scale parameter z E 72, thus we ob- 
tain, 

(2) 
The matrix Q represents a pair of visually equivalent 
candidates of 3D shape which corresponds to the 

Figure 2: Depth reversal problem. Is vertex A con- 
vex or concave? 

depth reversal problem; that is, the object is convex 
or concave around the point A in Fig.2. The scale 
factor z is necessary to represent the actual size of 
the object, and there is no way to determine z in the 
projective transformation. 

2.2 Factorization with a known trajec- 
tory 

To obtain a unique solution of 3D shape and size, 
we solve Eq.(2) by the factorization with a known 
trajectory of the object. Such trajectory is given by 
a computer-controlled robot hand whose coordinates 
is calibrated with respect to the camera coordinate 
system. The object is pushed by the end of the robot 
hand, and the object motion is recorded in a image 
sequence together with the accurate 3D position of 
the robot hand. Thus, we have many 2D trajectories 
of the feature points detected from the images and 
one 2D trajectory as a projection of the known 3D 
trajectory. We define the ( P  + 1)th feature point 
by the given 3D trajectory which is represented as a 
vector v .  

For each q E (1, -1) in matrix Q, 3D coordinates 
(XfPq, Yfpq, Zfpq) of the pth feature point in the f t h  
frame are calculated from Eq.(4), 

(4) 
where 1 denotes the focal length of the camera, and 
z, is a scale factor for each q E (1, -1). 

Using all 2D trajectories including the 2D, projec- 
tion of ( P  + 1)th feature point, 3D trajectories are 
calculated by the factorization with Eq.(4), and we 
have the computed 3D trajectory of the ( P  + 1)th 
feature point which is denoted by a vector u,, 
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Figure 3: Relation between give11 trajectory v and Figure 4: Experimental environment. 
computed trajectories u*l. 

From the relation zquq = v, the scale factor z, for 
each q are deterniined bv the least squares method. 

iq = (u;v)/(u;uq). (6) 

Figure 3 illustrates the relation between v and u,. 
Now, we can determine that the true shape either of 
q = 1 or q = -1 by evaluating the remainder of 

llzqu, - d l 2 .  (7) 
. .. 

3 Experiments 
(a) The  first frame (b) The last frame 

3.1 Simulation study 

We used a cube(100 x 100 x 100mm) for the simu- 
lation study. The motion was given in 30 degrees ro- 
tation and 200nnn horizontal translation from right 
to left. The object is viewed from a camera placed a t  
950mm distant and 345mm above from the object. 

From sixty one 2D trajectories of the feature 
points in fifty frames and one known 3D trajectory 
of the top right vertex of the cube, the shape and 
size were recovered by the proposed method. We 
obtained two candidates of the scale factor, i.e. zl 
and z- 1, by using Eq.(6). The remainders of Eq.(7) 
corresponding to q = 1 and q = -1 were 1.40 x lo2 
aricl 4.12 x lo4, respectively. Thus, we can determine 
that the shape and size of q = 1 is true. 

Using the scale factor zl , the estimated size of the 
object was 103.6 x 104.4 x 104.4mm. While we have 
13% volumetric error, it is important that we can 
estimate the real size of the object which is not ob- 
tained in the conventional factorization. Note that 
the error of the shape and size mainly conies from 
the linear approximatio~l of the perspective projec- 
tion. 

3.2 Experiment in real environment 

Figure 4 illustrates our experimental environment 
in remote operation environment. The remote op- 
erator first moves the object manually by the robot 

Figure 5: An image sequence of a block pushed by 
robot hand. 

hand, then the unique shape and size of the object 
is recovered by the proposed method. 

We used a cork block whose size was 43 x 49 x 
86mm, and the object was pushed by a robot hand 
(MITSUBISHI RV-E3-ST) which is controlled by 
the remote operator through a computer network. 
The object is viewed by a camera (SONY EVI-G20) 
a t  llOOmm distant and 300mm above. The hand-eye 
calibration were performed in this environment. 

Fifty seven feature points detected on the ob- 
ject are tracked by the CMU method[6] throughout 
sixty five images while the object tra.vels along 60mm 
translation pushed by the robot hand. The first and 
last frames are shown in Fig. 5. Figure 6 shows the 
feature points in the first image. 

The remainders of Eq.7 for q = 1 and q = -1 
were 4.8 x lo2 and 2.3 x lo3, respectively. Thus 
we have found that q = 1 gives the true shape and 
size of the object. Figure 7 shows the trajectories 
of u1 and u-1 with the known v trajectory drawn 
in the bird-eye view. It  is clear that u l  shows good 
consistency with v and u-1 does not. 

Using the scale factor z1 obtained by Eq.(6), the 
estimated size of the cork block was 41 x 49 x 83mni. 



(a) q = 1 (b) q = -1 
Figure 6: Detected feature points in tlie first frame. 

Figure 8: Side view of the recovered object. 

Figure 7: Consistency evaluation between v and 
u*1. 

Figure 9: A snapshot of the object grabbed by robot 
hand. 

The volumetric error was a t  most 8.0%, and such a 
good result shows that our method works success- 
fully in real environment. 

The side views of the recovered object corre- 
sponding to q = 1 and q = -1 are shown in Fig. 
8. The horizontal lines show the surface of the ta- 
ble. Since q = 1 gives correct shape in this case, 
the recovered pose is stable as shown in Fig. 8 (a). 
Note that q = -1 gives a skewed shape with unsta- 
ble pose. Figure 9 is a snapshot where the object was 
grabbed by the robot hand successfully as a result 
of 3D shape and size recovery. 

4 Conclusion 

This paper proposes an active recognitioil ap- 
proach to solve the shape and size problems in 3D 
recovery. We first discussed that two paranieters 
representing shape candidates and scale factor are 
necessarily involved i11 the formrllatio~l of the yrojec- 
tive transformation, then described the procedure to 
obtain the unique solution by the factorization with 
a known 3D trajectory. 

Experiments were performecl in simulation st,udy 
as well as in real environment, and both results have 

shown the potential usefrllness of our method. In 
future, we will examine the robustness and stability 
of the proposed method in more realistic situations. 
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