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Abstract

Factorization is one of the most practical method
to recover 3D shape and motion simultaneously from
2D images with stable and fast computation. How-
ever, there still remain two crucial problems to be
solved in real situations; one is to determine the true
shape from a pair of visually equivalent candidates
and the other is to measure the actual size of the
object. This paper presents a method to solve the
shape and size problems by the factorization with
action; that is, 3D recovery is performed from an
image sequence with a known trajectory of a sin-
gle feature point given by the computer-controlled
robot hand, and we determine the shape and size by
evaluating the consistency between computed shape
and the given trajectory. Experiments results per-
formed in simulation study and in real world have
shown the effectiveness of our method.

1 Introduction

A major concern in computer vision is to recover
3D shape from 2D images. Several methods have
been developed so far to estimate depth informa-
tion, from a set of images taken by varying a lens
parameter in depth from focus|1], from a pair of im-
ages in shape from stereo(2|, from a set of images
taken under a structured illumination in photomet-
ric stereo3], from a image sequence taken by a mov-
ing camera in factorization[4] or in active vision[5],
and so on.

In all vision studies, problems are solved under
an intrinsic condition; namely, nothing but the vi-
sual information is available. In other words, the
observer is not permitted to alter the scene configu-
ration but allowed to watch the scene.

In practical situations, however, the output of vi-
sion task such as 3D shape and position of an object
is expected to be an input of action task such that
the object is pushed, picked up or moved. This con-
catenation of successive two tasks suggests a new
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paradigm Active Recognition in which vision prob-
lems are solved with physical information obtained
actively by touching or pushing the objects. In this
paper, we present an active recognition approach to
overcome the limitation of the conventional vision
paradigm.

The factorization is one of the most practical
method to recover 3D shape and motion simulta-
neously from 2D images with stable and fast com-
putation. However, there still remain two crucial
problems to be solved for the succeeding action task;
that is,

e Shape uncertainty:

While the factorization yields a unique solu-
tion mathematically based on the linear alge-
bra, there are two candidates of 3D shape physi-
cally. This uncertainty comes from that the axis
of depth is reversible in the orthographic pro-
jection. This is known as a Necker's reversal or
depth reversal problem.

e Size uncertainty:

The factorization tells no information about the
actual size of the object. This is why the arbi-
trary scale factor is involved in the projective
transformation.

This paper proposes a method to solve these
shape and size problems by the factorization with
action; that is, 3D recovery is performed from an
image sequence with a known trajectory of a sin-
gle feature point given by the computer-controlled
robot hand, and we determine the shape and size by
evaluating the consistency between computed shape
and the given trajectory. In a situation where a
remote robot having camera and manipulator that
is controlled by a human operator, such a trajec-
tory is once obtained by pushing an object through
a human-aided operation, the robot can compute the
precise shape and size of the object so that an ac-
tion task such that the object is picked up would be
performed.

In the following section, we first discuss the shape
and size problems in the formulation of the factoriza-
tion, then present the method to reach the unique
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Figure 1: Image and object-centered coordinate sys-
tems.

solution by using a known trajectory. Finally, ex-
perimental results carried out in simulation as well
as in real world will be shown to demonstrate the
effectiveness of our method.

2 Solution of Shape and Size Prob-
lems

2.1 Shape and size uncertainties

Suppose a situation where an image sequence of
a moving object is taken by a static camera and all
feature points on the object are tracked throughout
the image sequence.

Using the following notations, (Fig. 1)

® 3, = (Tp,Yp,2p)7: 3D object-centered coordi-
nates of the pth feature point, where 1 < p < P.

e my and ny: 3D vectors representing the z and
y axis of the image plane, respectively, where
1<f<P.

® (Zfp.ysp): 2D image coordinates of the pth fea-
ture point in the fth frame.

o [czs cys]T: 2D translation vector of the object
center in the image coordinates.

we have the relation between 3D and 2D coordinates,

as follows,
T
m
3 =[5 ] [22]:
Ysp n;
For the physical interpretation, it is necessary to

introduce a matrix @ = diag(1,1,q), where q €
{—-1,1}, and a scale parameter z € R, thus we ob-
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The matrix @ represents a pair of visually equivalent
candidates of 3D shape which corresponds to the
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Figure 2: Depth reversal problem. Is vertex A con-
vex or concave?

depth reversal problem; that is, the object is convex
or concave around the point A in Fig.2. The scale
factor z is necessary to represent the actual size of
the object, and there is no way to determine z in the
projective transformation.

2.2 Factorization with a known trajec-
tory

To obtain a unique solution of 3D shape and size,
we solve Eq.(2) by the factorization with a known
trajectory of the object. Such trajectory is given by
a computer-controlled robot hand whose coordinates
is calibrated with respect to the camera coordinate
system. The object is pushed by the end of the robot
hand, and the object motion is recorded in a image
sequence together with the accurate 3D position of
the robot hand. Thus, we have many 2D trajectories
of the feature points detected from the images and
one 2D trajectory as a projection of the known 3D
trajectory. We define the (P + 1)th feature point
by the given 3D trajectory which is represented as a
vector v.

v = [Xipp1, VP41 Z1pgr, e,

(3)
For each g € {1, —1} in matrix @, 3D coordinates

(X tpqas Yrpgs Zspq) of the pth feature point in the fth
frame are calculated from Eq.(4),

.
Xrp41,YrP41, ZFpya]

-

Xy 5 " cxy

oo | = Tongll || cmpdmr | %27 | Y
x

Z1pq T, l

(4)
where [ denotes the focal length of the camera, and
24 is a scale factor for each q € {1, —1}.

Using all 2D trajectories including the 2D projec-
tion of (P + 1)th feature point, 3D trajectories are
calculated by the factorization with Eq.(4), and we
have the computed 3D trajectory of the (P + 1)th
feature point which is denoted by a vector u,,

1
Yo =g [(X1P+1g: Y1P+19) Z1P41gs " " *»

(5)

-
XrpP+1g: YFP+19: ZFP41q] -
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Figure 3: Relation between given trajectory v and
computed trajectories w4 .

From the relation z,u, = v, the scale factor z, for
each ¢ are determined by the least squares method,

(6)

Figure 3 illustrates the relation between v and u,.
Now, we can determine that the true shape either of
q =1 or ¢ = —1 by evaluating the remainder of

2q = (u;'v)/(ug,'u,,).

(7)

||zquq —v||%.

3 Experiments
3.1 Simulation study

We used a cube(100 x 100 x 100mm) for the simu-
lation study. The motion was given in 30 degrees ro-
tation and 200mm horizontal translation from right
to left. The object is viewed from a camera placed at
950mm distant and 345mm above from the object.

From sixty one 2D trajectories of the feature
points in fifty frames and one known 3D trajectory
of the top right vertex of the cube, the shape and
size were recovered by the proposed method. We
obtained two candidates of the scale factor, i.e. z
and z_y, by using Eq.(6). The remainders of Eq.(7)
corresponding to ¢ = 1 and ¢ = —1 were 1.40 x 102
and 4.12 x 10%, respectively. Thus, we can determine
that the shape and size of ¢ = 1 is true.

Using the scale factor z|, the estimated size of the
object was 103.6 x 104.4 x 104.4mm. While we have
13% volumetric error, it is important that we can
estimate the real size of the object which is not ob-
tained in the conventional factorization. Note that
the error of the shape and size mainly comes from
the linear approximation of the perspective projec-
tion.

3.2 Experiment in real environment
Figure 4 illustrates our experimental environment

in remote operation environment. The remote op-
erator first moves the object manually by the robot
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Figure 4: Experimental environment.

(a) The first frame (b) The last frame

Figure 5: An image sequence of a block pushed by
robot hand.

hand, then the unique shape and size of the object
is recovered by the proposed method.

We used a cork block whose size was 43 x 49 x
86mm, and the object was pushed by a robot hand
(MITSUBISHI RV-E3-ST) which is controlled by
the remote operator through a computer network.
The object is viewed by a camera (SONY EVI-G20)
at 1100mm distant and 300mm above. The hand-eye
calibration were performed in this environment.

Fifty seven feature points detected on the ob-
ject are tracked by the CMU method[6] throughout
sixty five images while the object travels along 60mm
translation pushed by the robot hand. The first and
last frames are shown in Fig. 5. Figure 6 shows the
feature points in the first image.

The remainders of Eq.7 for ¢ = 1 and ¢ = —1
were 4.8 x 10% and 2.3 x 10%, respectively. Thus
we have found that ¢ = 1 gives the true shape and
size of the object. Figure 7 shows the trajectories
of u; and u_, with the known v trajectory drawn
in the bird-eye view. It is clear that u; shows good
consistency with v and u_, does not.

Using the scale factor z; obtained by Eq.(6), the
estimated size of the cork block was 41 x 49 x 83mm.
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Figure 7: Consistency evaluation between v and
Ui

The volumetric error was at most 8.0%, and such a
good result shows that our method works success-
fully in real environment.

The side views of the recovered object corre-
sponding to ¢ = 1 and ¢ = —1 are shown in Fig.
8. The horizontal lines show the surface of the ta-
ble. Since ¢ = 1 gives correct shape in this case,
the recovered pose is stable as shown in Fig. & (a).
Note that g = —1 gives a skewed shape with unsta-
ble pose. Figure 9 is a snapshot where the object was
grabbed by the robot hand successfully as a result
of 3D shape and size recovery.

4 Conclusion

This paper proposes an active recognition ap-
proach to solve the shape and size problems in 3D
recovery. We first discussed that two parameters
representing shape candidates and scale factor are
necessarily involved in the formulation of the projec-
tive transformation, then described the procedure to
obtain the unique solution by the factorization with
a known 3D trajectory.

Experiments were performed in simulation study
as well as in real environment, and both results have
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(a) g=1 (b) g= —1

Figure 8: Side view of the recovered object.

Figure 9: A snapshot of the object grabbed by robot
hand.

shown the potential usefulness of our method. In
future, we will examine the robustness and stability
of the proposed method in more realistic situations.
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