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Abstract 

In this paper, we integrate the model-based track- 
ing and local contexture (temporal and spatial) re- 
laxation scheme into a MAP framework to track 
non-rigid objects such as human hands or faces. By 
combining them together, our algorithm is much 
more accurate and robust. The global shape model 
enables us to represent the dynamic and kinematic 
constraints. I t  also helps us to get a better initial 
segmentation and hence greatly reduce the compu- 
tation of contextual relaxation. The local contextual 
constraints help us to get a more accurate support 
map by considering the local information. Hence it 
will reduce the significance of the error in the global 
model. Our algorithm can work autonomously and 
no need to initialize it. I t  can detect new moving 
objects and track them with new blobs. It  can also 
keep track of a stalled object because we also utilize 
the spatial-temporal constraints. Some promising 
experiment results are shown. 

1 Introduction 

Human motion analysis has become more and 
more important. Real-time applications such as 
video surveillance, human-computer intelligent in- 
terface and video conferencing all require the ability 
to track moving objects. An efficient multiple ob- 
jects tracking algorithm in complex environments is 
a challenging task. 

There have been mainly two kinds of methods to 
track multiple objects. One is model-based track- 
ing methods that utilize the prior knowledge about 
the objects to be tracked. It  is widely used in hu- 
man body tracking. Human bodies are often rep- 
resented as stick figures, 2D contours or volumetric 
blobs connected by joints [1][2][3]. Because the ar- 
ticulated structure of the human body is known, it 
is possible to impose both the dynamic and kine- 
matic constraints into the tracker and hence such 
algorithms can give more reasonable and accurate 

configurations of the body parts. But the models 
are always not so accurate and we cannot model 
all the things that may happen. We need not only 
the global model, but also some low level local con- 
straints such as smoothness constraints in both tem- 
poral and spatial to make the tracker more robust to 
the global model error. In (11, they use some ad-hoc 
methods to increase the accuracy such as smoothing 
the class likelihood and using morphology to refine 
the support maps. 

Another kind of methods is multi-layer motion 
analysis. Compared to the model-based approach, 
the layer representation is data-driven and imposes 
weaker prior constraints on segmentation and mo- 
tion of objects. The key idea behind layer estimation 
is to simultaneously estimate the object motion and 
segmentation based on motion consistency. Various 
constraints on layer motion and layer segmentation 
have been proposed. In [4] [5], The motion of each 
layer is modeled either as a single 2D affine or projec- 
tive motion. But such kind of method always focuses 
on understanding the motion from 2 or 3 successive 
frames. They have to estimate the number of the 
layer, the motion parameters of each layer and the 
support map of each layer. The heavy computation 
cost prevents this kind of methods to be used in real 
time. 

In this paper, we integrate the model-based 
method and multi-layer motion estimation into a 
MAP framework to track non-rigid motion of hu- 
man hands and faces in the typical office environ- 
ment. This framework gives us the good properties 
of both methods. Some very promising results are 
shown in the experiments. 

2 Mat hemat ical Formulation 

Our goal is to track the moving hands and face of 
the user as a method to control and manipulate in 
an immersive desk environment. Many real time al- 
gorithms use background subtraction to detect fore- 
ground [I]. But background maintenance is difficult 



and is easy to fail. We use frame difference and color 
information to track hands and faces. In this section, 
we give the priori models for foreground objects and 
background and explain how to integrate the local 
temporal-spatial constraints in a MAP framework. 

2.1 The Priori Model 

First we assume that each object (hands, faces) 
can be approximated by a coherent color blob [I]. 
For every pixel in the image, we need to estimate 
which blob it belongs to. The set of blob hypotheses 
is represented as a mixture of multivariate Gaus- 
sians 9 (t). Each single Gaussian Ok (t) encodes the 
coherent color value, the centroid and second mo- 
ments of each blob. An additional layer O0 (t) which 
has uniform distribution is defined for background. 
The observation includes the color I (t, x, y) and the 
position (x, y) of each pixel. Assuming the color dis- 
tribution is independent of its position. The a priori 
probabilities for the objects can be defined as: 

Color is expressed in W V  color space in our al- 
gorithm. For simplicity, we assume the distribution 
of color is Gaussian. The spatial proximity prior for 
blob k, P (x, ylek (t)), is also a Gaussian. Then the 
likelihood of a pixel belonging to blob k is defined 
as: (we define s = (x, y)T) 

To discriminate the moving foreground and static 
background, we also need to estimate the motion of 
each pixel. For real time application, we use frame 
difference to determine if one pixel is moving. But 
the difference between two frames is not enough 
because uncovered background will have large dif- 
ference too. So we use 3 consecutive frames to- 
gether to discriminate the moving foreground and 
background. Supposing the background is static (If 
background is moving, we can do background mo- 
tion compensation first), we employ 3 consecutive 
frames, I t -  1, I t ,  It+l, to calculate both the forward 
difference map ( ef = It+l - It ), and backward dif- 
ference map ( eb = It - It-1 ). Then, foreground 
pixels tent to have large eb and ef ,  while uncovered 
background will have large eb and small e f .  If we as- 
sume the independence among the error vector, color 
distribution and position, we get the a priori prob- 
abilities for the observations a = (e, Izy , x, y): (AO 

is the label for unchanged pixels and X1 for changed 
pixels.) 

Background pixels: 

Uncovered Background: 

Will-be-covered Background: 

Foreground kth blob: 

In our experiment, we just use a simple bi- 
nary model for the priori of the frame difference of 
changed and unchanged pixels: 

We set the parameters by hand and it gives us 
very good results. Further detailed model or some 
adaptive methods can be used to make the frame 
difference models more accurate. 

Given all the priori probabilities, the best class 
for each pixel may be computed using the standard 
MAP probability decision rule: 

A 

X = argmax p(a(X)p(X) 
XEA 

Most global model based tracking algorithms will 
assume p(X) to be a constant and the label of each 
pixel is independent from its neighbors. They try 
to classify each pixel to different blobs considering 
only the p(a]X). Unfortunately, this assumption is 
not right. The label of each pixel correlates with the 
labels of its spatial- temporal neighbors, i.e. that 
the support map of each object tends to be smooth 
and the label of one pixel tends to remain the same 
if there is no difference from previous frame. Such 
spatial-temporal constraints can be naturally incor- 
porated in a MAP framework. 

2.2 MAP Framework 

To incorporate the spatial temporal constraints, 
p(X) should be estimated according to its spatial- 
temporal neighbors. This has been extensively stud- 
ied in the literature of motion segmentation. The 
local constrains can be modeled by a GibbsIMarkov 
random field (61: 



The constant Z is for normalization, while E de- 
notes an energy term for smoothness. C is the set 
of all the cliques in the spatial temporal neighbor- 
hood. sl and s2 are two different pixels in images. 
We adopt the commonly used energy function for 
motion segmentation: 

The delta function in the first term suspends 
the smoothness constraint across region boundaries. 
The second term favors compact regions with short 
boundaries. 

Combine the p(X) and the p(a(A) together, we get 
the energy function as following: 

A 

A = arg min (- log (p(alX)p(X))) 
XEA 

= arg min (- logp(a(X) + E(X)) 
XEA 

So the classification problem turn into an en- 
ergy minimization problem and a lot of methods 
have been proposed to  find the sub-optimal solution. 
In our algorithm, we adopt the iterated conditional 
modes (ICM) algorithm [7] to find the sub-optimal 
classification iteratively. 

We first give an initial classification based on ML 
estimation only. Then refine the classification by 
minimizing the previous energy function recursively. 
ICM is easy to be trapped in local maxima. But be- 
cause we use both the motion information (frame dif- 
ference), color distribution, shape prior and dynamic 
constraints to predict the new position of the objects 
when makeing ML estimation, the initial classifica- 
tion is good enough for ICM to converge and give 
us much more smooth and accurate support map of 
each object. 

3 Tracking Algorithm 

Besides the local constraints, global temporal co- 
herence (Dynamic constrain) is also used in global 
blob model update. Because the motion of body 
parts will not change dramatically, we use Extended 
Kalman Filter [7] to  predict the new position and 
orientation of each blob: 

where the estimated state vector includes the 
blob's position and velocity, the observations are the 

Figure 1: Diagram of tracking algorithm 

centroid of the blobs in current image, and is the 
Kalman gain matrix assuming simple Newtonian dy- 
namics. 

For every image I t ,  we compute the forward and 
backward error. Then use MAP criteria to  classify 
each pixel according its observations vector and its 
spatial temporal neighbors recursively, just like the 
traditional multi-layer motion estimation methods. 
But because of the introduction of blob model, we 
can fully utilize the dynamic constrain of the ob- 
ject motion. The global model also gives us a much 
better initial classification result and hence greatly 
reduces the number of iterations of relaxation. In 
our experiments, only one or two iteration will give 
us fairly good support map of each object. 

Initialization for the new intruding objects is also 
addressed in this paper. After classifying all the pix- 
els in the image with all detected blobs, we analysis 
all the moving pixels that can not be classified into 
any existing blobs and try to  interpret them with a 
new blob if their color is close to  skin color. Some 
unsupervised learning algorithms such SOM [lo] can 
be used to decide which color to  be tracked. The 
simple block diagram in Figure 1 summarizes the 
tracking algorithm described in this section. 

4 Experiments 

Experiments on real sequences have been shown 
in Figure 2. It  shows very promising results even 
when multiple persons are in the scene. In the exper- 
iment, the different objects are indicated by ellipses 
in different color. 

In the first frame, there are only two objects (one 
face and one hand) tracked. In the next frame, 
the intruder's arm is detected and tracked with a 
new blob. The intruder's face is not tracked be- 
cause it is smaller than the threshold of the size we 
set for the object to  be tracked. When his arm is 
occluded in the fourth image, the algorithm stops 



and hence it only takes one or two iteration for con- 

Figure 2: Diagram of tracking algorithm 

tracking it. During this whole sequence, the waving 
hand and the rather static face of the user are well 
tracked, even when the intruder's arm is very close 
to the user's face. Without the spatial-temporal con- 
straints, it would be impossible to detect the occlu- 
sion of the intruder's arm. 

5 Conclusion 

In this paper, we integrate both the model-based 
method and the contextual relaxation method into 
a MAP framework to track multiple objects. It en- 
ables us to utilize both the object-level prior knowl- 
edge (such as the shape prior of the objects or dy- 
namic properties of the motion) and pixel-level con- 
straints (such as local spatial-temporal constraints 
or color distribution and noise models) during the 
tracking. 

Not like the multi-layer motion estimation, we 
have the shape prior of the objects and know the 
dynamic properties of the motion. We can predict 
where the objects will be in the next frame. Then 
we can get much more accurate initial support map 

textual relaxation. The relaxation will give us more 
accurate support map and hence more accurate esti- 
mation of the objects' position and properties. The 
algorithm is quite fast and has great potential for 
real time tracking. 
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