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Abstract 

Since the human face plays an important role in 
man-to-man communication, systems enabling dis- 
tant users t o  communicate while viewing each oth- 
ers' face have been demanded. Recently, virtual tele- 
conferencing systems which bring distant users to- 
gether through the communication network by dis- 
playing avatars in three-dimensional virtual space 
have been developped to satisfy these demands. A 
high-speed and high-precision human face image cre- 
ation method using camera input images is proposed 
to  realize natural communication in such systems. A 
fundamental experiment using a single person's face 
showed good results that realistic human face im- 
ages from arbitrary directions could be created and 
displayed with high speed and precision. 

1 Introduction 

The  human face plays a very important role in 
everyday man-to-man communication. A great deal 
of information could be obtained naturally from mo- 
tions such as blinking, gaze directions, facial expres- 
sions and gestures. Hence, the development of sys- 
tems which enable users in distant places to  com- 
municate while viewing each others' face have been 
highly demanded. 

Videophone and Teleconferencing Systems have 
been created hitherto, but had drawbacks such as 
the difficulty of acquiring eye contact, and lack of 
the sense of closeness between users. In recent years, 
Virtual Teleconferencing Systems have been devel- 
opped t o  make communication in teleconferencing 
closer t o  communication in real life[l]. These sys- 
tems enable users t o  interact by displaying avatars in 
computer generated three-dimensional virtual space. 

If realistic human face images from arbitrary 
views could be created and displayed with high 
speed and precision, a higher sense of closeness be- 
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tween distant users in such systems could be ex- 
pected. We propose a human face creation method 
using camera input images, which could be imple- 
mented using an ordinary video camera and com- 
puter. 

2 Concept 

In conventional techniques based on the concept 
of Model-based Coding[2], facial movements were 
extracted and analyzed from two-dimensional face 
images, and reflected upon three-dimensional ex- 
pressionless face models created beforehand. How- 
ever, it is difficult t o  extract and parameterize three- 
dimensional face feature movements accurately, and 
therefore complicated t o  reconstruct natural- look- 
ing face images. Systems using optical markers and 
magnetic sensors t o  catch real time facial movements 
have also been constructed[3], but it is troublesome 
t o  mount devices on the exact positions, and it is 
also uncomfortable for the participant. 

In virtual teleconferencing, accurate parameteri- 
zation of the human face is not neccessarily essential, 
and i t  is sufficient if an  object maintaining the fea- 
tures of a twedimensional camera input image could 
be created and displayed a t  real time[4]. Our pro- 
posed method is based on this concept and is carried 
out as follows. 

[Step 1 ] The human face region is extracted and 
modified using a three-frame difference between 
consecutively input frames. 

[Step 2 ] The face image acquired in Step 1 is 
matched with a set of three-dimensional tem- 
plates. By using a template interpolation 
matching method, the human face direction in 
horizontal, vertical, and diagonal is calculated 
with high speed and accuracy . 

[Step 3 ] The  face position and direction param- 
eters obtained in Step 1 and Step 2 are 
reflected upon a simplified three-dimensional 
model of the human face created beforehand. 
Camera input images are texture mapped di- 
rectly onto this model t o  reproduce photoreal- 
istic face features and expressions. 



Figure 1 shows the flow of the steps mentioned 
above. The details of each step are described in the 
following sections 3 to  5. 
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Figure 1: Flow of Proposed Method 

3 Face Region Extraction and Modi- 
fication 

As shown in Figure 2, the face region is extracted 
from video input frames using a three-frame differ- 
ence method[5]. 

The binary differences between the present frame 
fi,  and the previous and following frames fi-1, f i+l  

are calculated. By calculating the AND of these two 
black-and-white differential images, the position of 
the face region in frame fi could be estimated from 
the distribution of white pixels. The  face region is 
determined by using a horizontal and vertical his- 
togram and clipped out. The  vertices coordinates of 
determined face region is used later in Section 5. 

The  size of the extracted face region image is 
modified to  n x n [pixels], and to  reduce effects of 
noise and changes in facial expression, the image is 
smoothened with a filter. 
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Figure 2: Human Face Region Extraction and Mod- 
ification 

vertically, and diagonally a t  even intervals, to  ac- 
quire expressionless human face images from various 
angles. The extracted and modified face image oi* 
obtained in section 3 is matched with the templates 
using a simple similarity method[6]. 

4.2 Interpolation 

A conventional template interpolation method 
proposed by Koike and Tanabe[6] is extensively used 
so the face direction parameters could be estimated 
with high accuracy even when there is no template 
which matches perfectly with the input image. 

The best fit block of eight neighboring templates 
is selected using the template matching method 
mentioned earlier in Section 4.1. As shown in Figure 
3, we assume that the center of imaginary template 
f t ,  which matches perfectly with the input image, 
exists inside a cube created by connecting the cen- 
ters of the eight neighboring templates fi to  f8 . The 
center of ft divides the height, width, and depth of 
the cube by p  : (1 - p ) ,  q : (1 - q ) ,  r : (1 - r) 
res~ectivelv. 

Let m l ,  ma, ms,  ms be the simple similarities of 
4 Measurement of Face Direction templates f l ,  f 2 ,  f3, f5 respectively. If changes in 

similarity between two neighboring templates are as- 
4.1 Template Matching sumed linear, p, q and r are represented as follows[7]. 

A set of three-dimensional templates is created 
beforehand, by rotating the camera horizontally, 
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Figure 3: Template Interpolation 

5 Three Dimensional Face Image Re- 
construction 

A frontal and profile image of the same person's 
face is input into a designated editor. Feature points, 
such as the edges of facial components are speci- 
fied on the frontal image. Its corresponding points 
are specified on the profile image, and the three- 
dimensional coordinates of each feature point is ob- 
tained. By connecting these coordinates, a three- 
dimensional triangular patch model of the human 
face is created[8]. 

This model is moved and rotated according to 
the position and direction parameters obtained in 
sections 3 and 4. Each triangular patch is judged if 
it is facing obverse or reverse. For each triangular 
patch facing obverse, the two-dimensional texture is 
extracted from the input image, and modified using 
an affine transform according to the coordinates of 
the feature points. 

Changes in facial expression could be approxi- 
mated by simply remapping the texture if we ig- 
nore the movements of the chin and upper cheek 
region. The vertices of the triangular patch model 
are not altered during the process, and facial expres- 
sion changes are reproduced by mapping the input 
images consecutively in sequence. 
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Figure 4: Three-dimensional Face Image Construc- 
tion 

6 Experiment 

6.1 Implementation 

To confirm effectiveness of our proposed method, 
a fundamental experiment using a single person's 
data was conducted on a UNIX workstation (MIPS 
R4400 200MHz) under the following conditions. 

I n p u t  I m a g e s  Images of a single person talking 
naturally a t  the camera were obtained under 
indoor lighting and a plain background using a 
home-use video camera. Frames were extracted 
a t  10 [f/s], and modified into 8bit grayscale 
RGB images of 320 x 240 [pixels] size. 

T e m p l a t e s  s e t  The participant's face was scanned 
using a three-dimensional laser range scanner, 
and an ideal three-dimensional human face was 
rendered. A 5 by 5 by 5 template set (consist- 
ing of 125 templates) of face images obtained a t  
an interval of 15[deg] in a range of +/-30 [deg] 
in horizontal, vertical and diagonalwas created. 
All templates were 8bit grayscale RGB images 
of 64 x 64 [pixels] size. 

3-D M o d e l  A three-dimensional triangular patch 
model consisting of 83 feature points and 129 
patches was created. More points were specified 
where there were complex contours. 



Since the modules of our proposed method were co~npensation between the input image and t e ~ n -  
developped independently, the entire process was plate. Also, the reconstructed face images tend to 
not completely automated. become unnatural when there is a large change in 

the face model's direction. This should be improved 
6.2 Results and Discussion by increasing the number of cameras and contriving 

camera positions. 

7 Conclusion 

We proposed a high-speed and high-precision 
method using camera input images t o  reconstruct 

(O,O,O) (0,-15,O) (1 5.0,O) (-1 5,0,0) human face images from arbitrary directions as a 
Input Image t Reconstructed Images basic technologyfor virtual space~teleconferencing. 

Also, our experiment using a single person's da ta  
showed good results, and proved that our method 
could be implemented using an ordinary video cam- 
era and computer. Future work include the improve- 
ment of individual techniques as mentioned in sec- 

(O,O,O) 50)  (1 5,0,0) (-1 5,0,0) tion 6.2, and the construction and evaluation of a 
Input Image t+l Reconstructed Images practical system. 
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Figure 6: Experimental Results (2) 

Experimental Results are shown in Figures 5 and 
6. (x,  y, z )  indicates that the face direction is rotated 
x degrees horizontally, y degrees vertically, and z 
degrees diagonally. 

Figures 5 and 6 shows a good result that  face 
images from arbitrary directions could be recon- 
structed with high precision. Also, by comparing 
the reconstructed images of Input Image t with those 
of Input Image t + l ,  it is noticable that changes in 
facial expressions could be reproduced by changing 
the model's texture. 

As shown in Figure 6, distortion was detected 
from the reconstructed face images when there was a 
large movement in face direction. This is due t o  er- 
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