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Abstract 
In this paper, we investigate the behavior of Gabor 

responses a t  automatically located facial feature 
points for face recognition. In our approach, a set 
of feature points on the facial landmarks is selected, 
where features of interest are eyes, nose, mouth and 
left and right contours of the face. As a preprocessing 
step all images in the database are normalized, eye 
positions in the normalized images are set a t  preset 
fixed coordinates, and integral projection is used for 
automatically locating facial landmarks such as nose 
and mouth areas in face images. Finally, Gabor re- 
sponses a t  respective feature locations are extracted. 
The extracted features are analyzed for recognition 
performance using a neural network classifier with 
backpropagation learning, where input to the network 
is a similarity vector corresponding to feature points 
of two faces. 

1 Introduction 
Vision is one of the most powerful assets inherited 

by human beings who has the ability to perceive 
information as soon as an object is encountered. With 
the help of information we gather from birth we build 
up models to represent objects familiar to us. As we 
grow up, our minds start exploring the models which 
represent the objects in the world. Even though 
the research on investigating human vision system is 
immense, the development of an automated vision 
system rivaling human capabilities seems far-fetched. 
This may be due to the complexity of human vision 
system and the difficulty in simulating its physical 
behavior. From many psychologists point of view, 
face identification mechanism is hard-wired in the 
brain. Brain cells which perform feature extraction 
are known to exist a t  low level areas of the visual 
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cortex and these cells are believed to learn these fea- 
tures from the environment adaptively. Suitability of 
mimicking simple cells using Gabor wavelets has been 
investigated [5] [6] and established as a promising 
approach to  model receptive fields. Further, Gabor 
responses are known to  be robust because of their 
low sensitivity to local distortions, translations and 
rotations. 

Visual features in faces such as hair, face outline, 
eyes, and mouth are said to be important in perceiv- 
ing and remembering faces. Manual localization of 
these features has been practised by many of the ap- 
plications detailed in literature. Here we use a set of 
feature points representing a face in the facial feature 
space. In our approach, we take the horizontal inte- 
gral projections of vertical gradient of images for the 
detection of fiducial point locations within the face im- 
age. The method described here consists of three main 
phases namely, facial landmark detection, Gabor re- 
sponse extraction a t  these points, and classification 
for recognition. Classification was carried out using 
a multi-layer perceptron neural network (MLP) with 
backpropagation (BP) learning because this type of 
classifier has been proven as effective mapping tools 
for a wide variety of problems of practical interest. 
A well known characteristic of these networks is their 
ability to adapt and learn complex mappings. In our 
approach we use MLP to classify same faces and dif- 
ferent faces presenting feature similarities as inputs to 
the network. 

2 Feature point selection 
A set of feature points corresponding to facial land- 

marks is selected. Still images used in the experiment 
are normalized to have similar grey levels and same 
size by setting the eye positions fixed at preset coordi- 
nates and the vertical distance of the eye positioning 
is fixed for all the images. As the eye area seems to 



be more invariant to facial expressions and gestures 
we selected more points enclosing eyes compared to 
the number of points selected in the other areas such 
as nose and mouth. Three points across the base of 
the nose were sected, another two points on the left 
and right contours and three points on the mouth cov- 
ering the corners of the mouth and the middle point 
between them were also chosen. 

Figure 1: Illustration of selected feature points 

3 Facial Landmarks Detection 
Integral projection has been successfully applied to 

extract features for human face recognition [I] [2]. 
Projections are extremely effective in determining the 
positions of features provided that the window in 
which they act is suitably located to avoid misleading 
interferences [2]. Given an image I (x ,  y), the vertical 
and horizontal integral projections in an area given by 
a window [XI, x2] x [yl, 921 is defined respectively as: 

and 
2 2  

Left and right contours of a face can be detected 
using horizontal projection while the vertical projec- 
tion can be used to detect hair-line, nose base and 
mouth. As the initial step, the vertical locations of 
nose and mouth in the image with respect to known 
eye positions are roughly estimated. A refined esti- 
mate is then calculated by applying horizontal projec- 
tion to the edge map (vertical gradient) of the image. 
The peaks evaluated from the horizontal projection 
are used to determine the nose base and mouth loca- 
tions. The retrieved locations are then rated based on 
their prominence and locations within the estimated 
range. Figure 2 illustrates examples of the original 

Figure 2: (a)Original image (b)Horizontal edge map 

image and corresponding horizontal edge map used in 
the experiment. 

Once the vertical locations of the nose base and 
mouth are located, the estimations of feature points 
corresponding to the detected locations are evaluated. 
The evaluation of these points is carried out with re- 
spect to the center of eye positions which lie on a line 
connecting the preset eye coordinates. 

4 Gabor Responses 
Multi-scale, complex Gabor kernels at different ori- 

entations are known to mimic receptive fields of simple 
cells in the visual cortex. Also, Gabor responses in an 
image are robust against brightness and contrast vari- 
ations, and able to highlight low level features. The 
phase components of the complex valued Gabor func- 
tion used in retrieving multi-scale features can be writ- 
ten as: 

where value of the Gabor kernels & ( a )  is given by 
image coordinates and take the form of a plane wave 
restricted by a Gaussian envelope. For our experi- 
ment, we selected spatial frequencies k = 5, :, with 
six levels of orientations with angles spaced equally at 
intervals of from 0 to .rr and a value of u equal to n. 

5 Face Representation 
The Gabor response at each feature point is eval- 

uated by convolving the feature value with both odd 
and even Gabor kernels. The amplitude of the com- 
plex Gabor response was used for all calculations due 
to its less sensitivity to displacements. Feature vec- 
tors, each consisting of 18 Gabor response amplitudes 
are generated for all feature points of the face images 
in the database. 

A face is represented by a set of feature vectors 
corresponding to outputs obtained by convolving the 
feature points with a set of Gabor wavelets. A 
face F in the database can be represented as F = + +  + 
{ f l  , f 2  . . - , f ~ )  where I=number of feature points and 
the feature vector corresponds to each feature is writ- -+ 
ten as fi = (fi1fi2 . . . fi18)~=~...1 



6 Neural Network Classifier 
For our analysis, we used a two layer MLP with 

backpropagation learning algorithm to recognize faces 
in a face database. The basic idea behind this classifi- 
cation is to decide whether the two faces presented to 
the network are of the same person or different per- 
sons. 

The implementation of the neural net classifier 
used is as follows: Let the weight between the input 
layer unit i and the hidden layer unit j be vij,i = 
1,2, ..n, j = 1,2, ... h and between hidden layer unit j 
and output unit k be wkj, Ic = 1,2, ..., m. Let the n 
dimensional input training pattern p be denoted as sP, 
p = 1,2, ... P, and the output of the hidden layer unit 
j for input pattern sP is denoted as yjP, j = 1,2, ... h. 
Likewise, the output from unit k of the output layer 
for input pattern sP is zkP, while the desired output is 
denoted as tkP, k = 1,2, ..., m. 

Let H j  = C,  vijs, j = 1,2,  ... h and Ok = Cj wkjyj 
k = 1,2, ... m be the net inputs to the hidden layer 
unit j and output layer unit k, respectively. Then the 
outputs computed by the unit j of the hidden layer and 
the unit k of the output layer are given by yj = g(Hj) 
j = 1,2, ..., h zk = g(0k) k = 1,2, ..., m where g is the 
non-linear sigmoidal activation function given by 

The adaptation rules for the output and hidden lay- 
ers are 

Awkj = $ k ~ j  (3) 

where bk = ( t k  - zk)gl(Ok)yj, q is the learning coeffi- 
cient and 

Avji = qbjsi (4) 

where bj = gl(Hj) Ck bkwkj respectively. 
A momentum term was added to the gradient ex- 

pression in order to improve the rate of convergence. 
This was accomplished by adding a fraction of the pre- 
vious weight change to the current weight change. The 
update rule given in [9] is as below. 

where cr is the momentum coefficient. The value of cr 
should be positive and less than one. 

Input to the MLP network is a similarity vector 3 
corresponding to similarities between chosen feature 

F and F1 in the database. Let 
where k = number of feature points 

and si = 

Inputs to the network are normalized such that the 
similarity values at input lie between zero and one. 
Hidden layer is fully interconnected to the input and 
output layers and the output layer consists of a single 
node corresponding to  the decision responses; whether 
the two faces are of the same person or different per- 
sons. 

During the training process the network was trained 
with pattern vectors of positive sample pairs (faces of 
the same person) and with negative samples (faces of 
two different persons) generated by shuffling the im- 
ages in the database. During testing, a set of images 
independent of the training image set was used to es- 
tablish system performance after training. The prob- 
ability of misclassification was evaluated by dividing 
the number of misclassified faces by the total num- 
ber of faces tested. We have also explored the desired 
number of hidden units to achieve a lower equal error 
rate(EER). 

7 Recognition and Results 
The present system was tested on 1180 images of 

XM2VTSDB face database from the University of Sur- 
rey. The database consists of four images per person 
taken a t  a time interval of one month apart. Simi- 
lar lighting conditions and homogeneous backgrounds 
have been used during image acquisition. The set of 
images is composed of frontal and near frontal images 
with varying facial expressions. The original image 
size is 726 x 576 pixels and the database contains im- 
ages of caucasian and asian males and females. The 
images were cropped and normalized to yield pixel size 
150x200 and then scaled down to 128x128 pixels to use 
in the experiment. Once the similarity vectors for all 
feature points between faces in the training set were 
calculated, they were used to train the MLP network. 
During testing the feature(simi1arity) vectors of same 
person and different persons were presented to the net- 
work in order to get performance measures of false re- 
jection and false acceptance ratios respectively. The 
equal error rate (EER) calculated was 4.75% which 
was an improvement compared to the EER gained by 
using the average inner product alone 5.4% as the final 
confidence measure [lo]. 

8 Conclusion 
We implemented a simple face recognition algo- 

rithm based on Gabor wavelets taking a vector of 
nineteen features representing landmark features of 
human faces. Metric variations of locations of selected 
fiducial points were compensated by taking horizontal 
integral projection of vertical gradient (horizontal 
edge map) of an image. It  is also worthy note that the 



Figure 3: Verification Performance - Image size 
128x128. 
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Figure 4: Examples of false rejected faces: (a)-test 
image (b) ,(c) ,(d)-stored images 
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detection of facial features has been made more robust 
by incorporating constraints on the geometry of the 
face in terms of relative feature locations. These 
constraints were used to guide the location of matches 
and restrict the regions over which integral projection 
was computed. Also, localization of the mouth and 
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nose was made easier by anchoring the search of these 
locations with respect to preset eye positions. The 
system misclassified a few faces for the reasons we 
assume being due to changes in appearance (presence 
or absence of glasses/beards/mustache, large pose 
expression variations ) causing a face to populate 

recognition rate is between three to ten hidden units 
empirically. 
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