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Abstract 

This paper addresses new face recognition method based 
on Independent Component Analysis(1CA) and Gabor fil- 
ter. Our method consists of three parts. The first part is 
Gabor filtering on predefined fiducial points that could rep- 
resent robust facial features from original face image. The 
second part is transforming the facial features into the ba- 
sis space of ICA, which is able to represent individual fa- 
cial features optimally. Thus, trained face images are repre- 
sented as points in the space. In order to identify, test im- 
ages are also projected into the basis space of ICA from im- 
age space and compared to the training images using fisher 
linear discriminant(FLD) in the space. The basic idea of 
combining ICA and Gabor filter is to overcome the short- 
comings of ICA. When raw images were used as input of 
ICA, the basis space of ICA cannot reflect the correlation of 
facial feature well, because original face images have defor- 
mation due to in-plane, in-depth rotation and brightness and 
contrast variation. So, we have overcome these problems 
using Gabor filter responses as input data. Gabor filter has 
the robust characteristics in illumination and rotation. Four 
face recognition method - PCA, Gabor filter response, PCA 
of Gabor filter response and ICA are used in the recognition 
experiments. We confirmed the improvement of discrimi- 
nation ability when the Gabor responses had transferred to 
the space constructed by the independent components. And, 
our method has excessive advantage in gallery DB size than 
recognition method only using Gabor filter responses. 

1. Introduction 

Face recognition is one of the important research topics 
and many researchers are trying to achieve successful re- 
sults, since it has the possibility of many applications, such 
as security system, human-computer interface and so on[l]. 
There have been a lot of methods proposed for face recog- 

nition. These are divided into two categories: local feature 
matching method and holistic matching method. The repre- 
sentative method of holistic matching is PCA and ICA[3]. 
Using these methods, we can construct a space that repre- 
sent input data with lower dimensional feature vectors. But, 
PCA and ICA have much restriction in applying to face 
recognition, because the input face images should be ide- 
ally aligned and under well-controlled illumination. In ad- 
dtion, holistic matching can not describe local variation of 
face well. On the other hand, Gabor filter, the representative 
method of local feature matching is effective in description 
of local feature[4]. So we propose new face recognition 
method that can overcome the problems of ICA using Ga- 
bor filter responses. 

2. Independent Component Analysis of Gabor 
Filter Responses 

2.1. Independent Component Analysis 

Independent Component Analysis(1CA) is a generaliza- 
tion of principal component analysis(PCA), which decor- 
relates the higher-order moments of the input. In a task 
such as face recognition, much of the important informa- 
tion is contained in the high-order statistics of the images. 
A representational basis in which the high-order statistics 
are decorrelated may be more powerful for face recogni- 
tion than one in which only the second order statistics are 
decorrelated, as in PCA representations. Performing ICA 
on the N images in the data set separated N statistically in- 
dependent source images contained in the rows of U .  The 
rows of the matrix W-' contained the linear combination 
of source images in U that comprise each face image in X. 
The rows of W-' were chosen as an independent compo- 
nent representation of the face images. An ordering for the 
ICA representation was provided by the magnitude of the 
weight vector that extracts each source. 

The magnitude of the weight vector for optimally pro- 



Figure 1. Image Synthesis Model 

jecting the source onto the nonlinear transfer function in the 
ICA algorithm provides a measure of the variance of the 
original source. 

2.2. Gabor Filter Responses 

The processing of facial images by Gabor filter is cho- 
sen for its biological relevance and technical properties. The 
Gabor filter kernels are similar shapes as the receptive fields 
of simple cells in the primary visual cortex. In other words, 
they are multi-scale and multi-orientation kernels. The re- 
sponse describes a small patch of gray values in an image 
I(x) around a give pixel x = (x, y) .  It is defined as a con- 
volution 

with a family of Gabor filters in the shape of plane waves 
with wave vectors k j ,  restricted by a Gaussian envelope 
function. We employ a discrete set of 5 different frequen- 
cies, index u = 0 , .  . . , 4  and and 8 orientations, index 
p = 0 , .  . . ,7 with index j = p + 8u. Gabor filter sets 
provide robustness against varying brightness and contrast 
in the image. 

where 

Figure 2. A Block digram of face recognition using ICA 
of Gabor filter responses 

2.3. Independent Component Analysis of Gabor Fil- 
ter Responses 

Independent Component Analysis (ICA) uses face im- 
age as input data, then it should be aligned well and should 
not include some in-plane and in-depth rotation. The face 
region should be extracted from the original image and the 
brightness and contrast should be stable, too. Due to these 
problems, it's difficult to use ICA in real application. So we 
are trying to overcome these shortcomings by keeping the 
basic concept that the most distinctive features act as a basis 
axis in the space. The responses of Gabor filter have some 
useful characteristics. First, it provides robustness against 
varying brightness and contrast in the image. Second, the 
characteristics of the local face area can be represented, so 
it's more effective than using the original face image di- 
rectly. We propose a method that uses Gabor filter responses 
as input of ICA instead of raw face image to overcome the 
shortcomings mentioned above. Using the Gabor filter re- 
sponses as input vector, the sensitive reaction due to the ro- 
tation and illumination can be reduced. And if we transfer 
the Gabor filter responses into another space that is based 
on the basis axis of ICA, the face images can be placed 
more effectively for classification. To use the Gabor filter 
response, we should get the magnitude value from the real 
and imaginary part value. Because the real and imaginary 
parts are too sensitive in spite of the slight displacement, 
it cannot be used directly. For example, let the number of 
fiducial points that can get the Gabor filter responses are 
N, we can select the 40 magnitude values using (3) and (4) 
from N points and construct the N x 40 dimensional array. 
And if we use M gallery images, construct (N x 40) by 
matrix could be constructed and the basis vectors can be cal- 
culated from the ensemble matrix .4AT, where the matrix 
.4 = N x 40 by Ad matrix. Then we can select the effec- 
tive Gabor filter responses and construct the basis space of 
ICA with the appropriate number of basis vectors. Then the 
face images for training are projected into the basis space of 



ICA and the testing sets are also projected according to the 
equation (2). The weight values of the projection represent 
the characteristics of the new face image. To compare the 
similarity of the values in the basis space of ICA, we used 
similarity function [2]. 

C j  ajajt 
S, ( J ,  J ' )  = 

In PCA, euclidean distance measure was used to estimate Figure 3. Face images of SAIT face dataset 
the similarity [3], but we confirmed that similarity function 
is more effective in the basis space of ICA. 

3. Experiment 

To process the face images, we manually located the eyes 
and then performed geometric normalization with the eye 
locations fixed and intensity normalization and size normal- 
ization. And we used 20 fiducial points that were selected 
from the relative distance of two eye points. The normal- 
ized face image size is chosen to be 128 x 128. We used 
two kinds of face dataset : One was SAIT face dataset 
which was organized by ourselves and composed of 320 
images from 40 galleries constructed under various illumi- 
nation condition. Another was Olivetti face dataset that was 
composed of 400 images from 40 galleries which was con- 
structed under various depth and plane rotation. Some ex- 
amples of face dataset are shown in figure 3 and figure 4. 
SAIT face dataset was composed of 8 face images per a 
person, so we have constructed 8 sets. To process the exper- 
iments, we defined one as training set and the other 7 sets as 
testing sets in turn. Olivetti face dataset was composed of 
10 face images per a person, so we have constructed 10 sets. 
And as the SAIT face dataset, we defined one as training set 
and the other 9 sets as testing sets in turn. We've selected 20 
fiducial points about one face image, and made 800 dimen- 
sional array using 40 magnitude values about each point. 
Then we constructed 40 by 800 matrix, where the row vec- 
tor was the data of a testing face image. And we obtained 
basis vectors from its 40 x 40 ensemble matrix. To con- 
struct the basis space, we selected 40 valid basis vectors 
and obtained the weight vectors by projecting the training 
and testing set of face images. To recognize the individuals, 
we compared the weight vectors using similarity function 
[41. 

3.1. Comparison of PCA, Gabor Filter Response 
and PCA of Gabor Filter Responses 

The experiment results are shown in figure 5. We could 
confirm the remarkable improvement of recognition rate 
of 19% compare to PCA in SAIT dataset. It showed that 

Figure 4. Face images of Olivetti face dataset 

PCA is weak against various illuminations. And figure 5(b) 
showed the improvement of 1 1 % in Olivetti dataset. Also it 
showed that pose variation was another drawback of PCA. 
We confirmed that the recognition rates are similar in spite 
of the variation of the resolution of face images. It showed 
that the radical variation of pixel brightness could be an ob- 
stacle in PCA. 

And Gabor filter response and suggested method were 
compared. We could confirm the improvement of recog- 
nition rate of 9% and 8.5% in SAIT dataset and Olivetti 
dataset respectively. Although the improvement of recogni- 
tion ratio was rather slight, it was a great experimental result 
considering the reduction of gallery DB size. We could re- 
duce the size of gallery DB to 1/20 times smaller than that 
of original Gabor filter method. 

3.2. Comparison of ICA, PCA of Gabor Filter Re- 
sponse and ICA of Gabor Filter Responses 

The experiment results showed that the recognition rate 
of ICA and PCA of Gabor filter response were very simi- 
lar. Meanwhile, the recognition ratio of suggested method 
was higher than other methods as much as 4.5% and 4% in 
SAIT dataset and Olivetti dataset respectively. It showed 
that ICA was weak against various illuminations, but the 
performance of making basis space was more effective than 
PCA. And the transforming of Gabor filter response to the 
basis space of ICA was still effective in face recognition 
compare to original Gabor filter responses and ICA. Simi- 
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Figure 5. Experimental results 

lar to the PCA of Gabor filter responses, we could reduce [3] M. Turk and A. Pentland. Eigenfaces for recognition. Journal 
the size of gallery DB to 1/20 times smaller than than that of Cognitive Neuroscience, 3:72-86, 1991. 
of Gabor filter method. [4] L. Wiskott, J. M. Fellous, N. Kruger, and C. V. der Malsburg. 

Face recognition by elastic graph matching. IEEE Trans. on 
Pattern Recognition and Machine Intelligence, 19:775-779, 

4. Conclusion 1997. 

In this paper, we have presented a face recognition 
system that combines Gabor filter method and ICA. 
Because face images are too sensitive to illumination and 
pose variation, we anticipated that the drawback could 
be overcome by using Gabor filter responses as input of 
ICA. The experiment result was reasonably acceptable 
i.e. the space transfer of Gabor filter responses based on 
independent basis vectors was successful in classification 
and discrimination. We will study the correlation of Gabor 
responses due to pose variation in the basis space of ICA 
and optimal classification method. 
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