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Abstract 

This paper proposes a viewpoint invariant face 
recognition method in which several viewpoint de- 
pendent classifiers are combined by a gating net- 
work. The gating network is designed as autoen- 
coder with competitive hidden units. The viewpoint 
dependent representations of faces can be obtained 
by this autoencoder from many faces with different 
views. Multinomial logit model is used for the view- 
point dependent classifiers. By combining the clas- 
sifiers with the gating network, the network can be 
self-organized such that one of the classifiers is se- 
lected depending on the viewpoint of a given input 
face image. Experimental results of view invariant 
face recognition are shown using the face images c a p  
tured from different viewpoints. 

1 Introduction 

The biological vision system can easily recognize 
the 3D object from different views. From single- 
unit recordings in the inferotemporal cortex (IT) 
after a monkey had learned to recognize a 3D ob- 
ject, it is reported that a small population of neu- 
rons indicates remarkable selectivity for individual 
views of the 3D objects [I]. From the plotting of the 
responses of such neurons, systematic view-tuning 
curves for rotations are observed. For some of the 
tested objects, different neurons are tuned to differ- 
ent views of the same object. Poggio et a1 showed 
that a simple network, which synthesizes an approx- 
imation to a multivariate function representing the 
object, can achieve viewpoint-invariance by interpo- 
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lating between a small number of stored views corre- 
sponding to an object's training views[2]. A special 
case of such a network is that of the Rsdial Basis 
Functions (RBFs). 

For face recognition task, it has also been re- 
ported that cells in the primate inferior temporal 
lobe responds selectively to faces despite substantial 
changes in viewpoint [3, 41. Such viewpoint depen- 
dent cells have quite broad tuning curves. Perrett et 
a1[3] reported broad coding for five principal views 
of the head: frontal, left profile, right profile, look- 
ing up, and looking down. The pose tuning of these 
cells was on the order of f 40'. 

Recently, Bartlett et a1 [5] proposed an attractor 
network model which can learn viewpoint-invariant 
face representations from visual experience. Ando 
et a1 [6] proposed a modular network model which is 
based on a mixture of non-linear autoencoders. An 
unsupervised learning algorithm is derived within 
the framework of the maximum-likelihood estima- 
tion. In the learning process, multiple views of 3D 
objects are randomly presented to the network with- 
out providing their object labels. These are suitable 
for self-organization of viewpoint-invariant represen- 
tation but not for face classification. For face classifi- 
cation, it is better and straightforward to utilized the 
information of class labels of the training samples in 
learning process because they are usually available 
in training data and these supervised information 
will improve the recognition performance. 

In this paper, we propose a viewpoint invariant 
face recognition method using mixture of viewpoint 
dependent classifiers. Several viewpoint dependent 
classifiers are combined by a gating network. The 
gating network is designed as autoencoder with com- 
petitive hidden units. The viewpoint dependent r e p  
resentations of faces can be obtained by this autoen- 
coder from many faces with different views. Multi- 
nomial logit model [7] is used for the viewpoint de- 



pendent classifiers. By combining the classifiers with 
the gating network, the network can be self-organized 
such that one of the classifiers is selected depending 
on the viewpoint of a given input face image. The 
learning algorithm are presented within a framework 
of maximum-likelihood estimation. Experimental 
results of view invariant face recognition are shown 
using the face images captured from different view- 
points. 

2 Viewpoint dependent Face Repre- 
sentat ion 

First of all, it is shown that the viewpoint depen- 
dent representation of faces can be obtained from 
many faces with different views by the self-supervised 
learning. We used a three-layer perceptron (autoen- 
coder) with a soft max function in the hidden layer. 
The softmax function introduces the competition be- 
tween the units of the hidden layer. 

Let z = (xl, .  . . , xN)T E R~ denote the input 
feature vector, g = (gl, . . . , g ~ ) T  E RH denote an 
output vector of the hidden layer and z = (21, . . . , 2 ~ ) ~  E 
R ~ ( = ~ )  denote an output vector of the output layer. 

Figure 3 shows that the outputs of the hidden 
layer and the reconstructed faces corresponding to 
each unit. From these results, we can say that each 
unit of the hidden layer is properly self-organized 
and the obtained representation depends on the face 
views but not on the persons. 

Figure 1: Face images of 10 persons. 

The hch output of the hidden layer is computed 
as the "softmax" of the weighted sum of the input 
feature vector v h  = v r z  as 

Figure 2: Face images with 25 directions. 

The mth output of the output layer is computed by 
liner function as z,,, = w z y .  The weight vectors 

- - : l:ml - - V = {ulr . .  . , v ~ - l )  and W = {wl,. .  ., WM-1) can , -  
be regarded as the connection weights from the input \A 

layer to the hidden layer and from the hidden layer . . . . . .  
to the output layer in the neural network. 

These weights are determined by minimizing the 
following energy function which is the mean squared C 'v.. " \. 3.. 
error between a and z as P 

- Figure 3: Outputs of the hidden layer and the re- 

(2) 
constructed representations. 

For preliminary experiment, multiple views of face 3 Viewpoint independent Face Recog- 
images were randomly presented to this autoencoder. nition 
Examples of face images of 10 persons with 25 differ- 
ent views are shown in Figure 1 and 2. The number The self-organization of view dependent represen- 
of training data was 250 (10 classes x 25 directions tation suggests the possibility of the view invariant 
x 1 image) and the size of feature vector are 2500 face classification by integrating the viewpoint d o  
(50 x 50). The number of middle layer was set to 3 pendent classifiers with this autoencoder as the gat- 
in this experiment. ing network. Thus we propose a viewpoint invariant 



face recognition method using mixture of viewpoint nfzl pp)th. Thus the probability model for the 
dependent classifiers. mixture of H classifiers is given by 

3.1 Viewpoint dependent face classifier 

The multinomial logit model is used for the view- 
point dependent face classifier. The multinomial 
logit model is a special case of the generalized linear 
model [7]. It can be regarded as one of the sim- 
plest neural network model for multiway classifica- 
tion problems. 

Consider the classification problem with K classes 
{Cl,. . . , CK). Let t = (tl ,  . . . , tK)T E (0, 1IK de- 
note the binary vector of teacher signal (the desired 
output of the classifier) with t k  = 0 for all k except 
the correct class Cj  with t j  = 1. This means that 

c;=~ tk = 1. 
The kth output of the classifier p k  is computed 

as the "softmax" of the weighted sum of the input 
feature vector 71, = ara. The weight vectors A = 
{al,. . . , aK-1)  can be regarded as the connection 
weights from the input layer to the output layer. 

A natural probability model for this classifier is 
given by 

K 

P( t lz ;  A) = n p:. 
k = l  

(3) 

Then the classifier can be learned by maximizing the 
log likelihood of (3). 

3.2 Mixture of Classifiers 

For viewpoint invariant face recognition, view- 
point dependent classifiers are combined by using 
gating network. An example of the architecture is 
shown in Figure 4. Each classifier receives the same 
input vector and outputs the classification result as 
an output vector. The gating network receives the 
same input as the classifiers and gives the weights 
of each classifier. The output of the total network is 
computed as the weighted sum of outputs of the clas- 
sifiers. This means that the gating network works 
like a selector of classifiers. 

Consider the case there are H viewpoint depen- 
dent classifiers. Suppose that the architecture of 
each classifier is modeled by the multinomial logit 
model shown in section 3.1. For gating network 
model, we use the autoencoder shown in section 2. 
The the weight for the hth classifier gh is given by 
the outputs of the hidden layer of the autoencoder 
shown in (1). 

Let the weight vectors = {a(lhl,. . . , agjl) 
be the connection weights from the input layer to 
the output layer of the hth classifier and p p )  be the 
kth output of the hth classifier. Then the probability 
model ofthe hth classifier is given by ~ ( ~ ) ( t l z ;  A ( ~ ) )  = 

By taking the logarithm of both sides, the log like- 
lihood for the mixture of H classifiers is given by 

To force the self-organization of viewpoint depen- 
dent representations, the additional evaluation func- 
tion is introduced for the gating network. Note that 
energy function E can be rewritten into the problem 
of maximum log likelihood such as 

where we suppose that the error (x, - z,) is due to 
the Gaussian distribution N(0, a'). Then we maxi- 
mize the following log likelihood 

Learning algorithm for the mixture of classifiers 
can be obtained by computing the partial deriva- 
tives of this log likelihood. The learning rule for the 
weight vector of the hth classifier ap) is given by 

Similarly the learning rule for the weight vector of 
gating network ah and w, are given by 

Aw, = A(x, - zm)g ( lo)  

The quantity sh in these learning rules is defined by 

and this can be considered as the posterior proba- 
bility of the hth gate given input a. 

4 Experiments 

To confirm the effectiveness of the proposed face 
classification method, we have performed experiments 
using images taken from 25 views. Examples of face 



Figure 4: Example of mixture of classifiers 

images of 10 persons with 25 different views are 
shown in Figure 1 and 2. Each image is 50 x 50 
pixels with 256 gray levels. The number of train- 
ing samples is 250 (10 persons x 25 directions x 1 
image). Experimental results were evaluated by us- 
ing 1250 test samples (10 persons x 25 directions 
x 5 images). f iom these images, feature vectors 
are extracted by simply applying Principal Compo- 
nent Analysis (PCA) to the raw image data. In the 
following experiments, we used the feature vectors 
whose dimension is 6. 

At first, we have performed an experiment using 
mixture of classifier. The parameter X was set to  0.8. 
The recognition rate is shown in Table 1 labeled as 
UMixture of classifiers ( A  = 0.8)". The outputs of 
the gating network for each samples are shown in 
Figure 5. 

For comparison, the same learning data is pre- 
sented to  the single classifier (multinomial logit model). 
The recognition rate is shown in Table 1 labeled as 
"Single classifier". This result shows that the mix- 
ture of classifiers gives better performance than the 
single classifier. 

To investigate the effect of the self-supervised learn- 
ing, the mixture of classifier with X = 0 was trained 
with the same learning data. The recognition rate 
is shown in Table 1 labeled as "Mixture of classifiers 
(A = 0.0)". It shows that the performance of the 
mixture of classifiers with X = 0 is little worse than 
that of the mixture of classifiers with X = 0.8. The 
outputs of the gating network for each samples are 
shown in Figure 5. These results means that the self- 
supervised learning is helpful for gating network to 
learn the viewpoint dependent representations and 
it causes better recognition results. 

Figure 5: Outputs of gating network: upper row 
X = 0.8, lower row X = 0.0 
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Table 1: Recognition rates 
Mixture of classifiers (A  = 0.8) 1 98.2 
Single classifier 
Mixture of classifiers (X = 0.0) 

87.2 
92.2 




