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Abstract 

Human naturally uses not only voices but also 
the gestures composed of cyclically repeated motion 
of the hand in  daily life to express the direction to 
which he/she wants another person or machine to 
go. I n  this paper, we first mention that the vocaliza- 
tion timing correlates closely with the human inten- 
tion expressed by such gestures. Then we propose a 
multi-modal method to recognize a gesturer's inten- 
tion in  real-time based on the hand motion velocity at 
the moment of the gesturer's vocalization estimated 
by the combination of the optical flow from motion 
images and the voice trigger extracted from the mi- 
crophone input. Experimental results of the proposed 
method applied to mobile robot navigation are also 
presented. 

1 Introduction 

Human naturally uses not only voices but also 
the gestures composed of cyclically repeated motion 
of the hand in daily life to express the direction to 
which he/she wants another person or machine to go. 
If machines or computer systems are able to recog- 
nize such human intention in real-time and without 
any contact devices such as keyboard and joystick, a 
person can operate the machine as easily as he/she 
instructs another person by voice and/or gestures. 

Methods have been so far ~rovosed that involve . . 
real-time visual recognition of gestures expressed 
by cyclically repeated motion of the hand[1][2][3][4]. 

- . . . . . . . 

Most of these studies, however. assume that the 
repetitive motion folloks a pre-defined model pat- 
tern. Tha.t is, computer forces human to make a 
special gesture motion- for example, (1)at first you 
make both hands static, (2)then move one of the 
hands cyclically only two times, (.?)and make the 
state of rest again[2], or (1)at first you turn the palm 
of your left hand toward the camera, (2)then keep 
its position, (3)and move the right hand c-yclically[4]. 
This means human alwavs has to take care whether 
his/her action may satisfy the features of the cor- 
responding gesture model. Nobody would say such 
systems are user-friendly! 
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In this paper, we first mention that the vocaliza- 
tion timing correlates closely with the human inten- 
tion expressed by cyclically repeated gestures. Then 
we propose a multi-modal method to recognize a 
gesturer's intention in real-time based on the hand 
motion velocity at the moment of the gesturer's vo- 
calization estimated by the combination of the op- 
tical flow from motion images and the voice trig- 
ger extracted from the microphone input. With the 
proposed method, human does not have to give at- 
tention to the repetition number of motion, hand 
position and velocity, and the trajectory shape. Ex- 
perimental results of the proposed method applied 
to mobile robot navigation are also presented. 

2 Analysis of Vocalization Timing in 
Cyclic Gesture Motion 

In order to analyze the relationship between the 
vocalization timing and the intention of gestures ex- 
pressed by cyclically repeated motion of the hand, 
we at first had 6 subjects make natural gestures 
20 times with vocalization of their favorite instruc- 
tion word such as "KOCCHI" (the Japanese for "this 
way") in the following two cases respectively: one is 
the case when the direction to which the gesturer 
wants the virtual communication agent to move is 
"left", the other is the case when the direction 
to which the gesturer wants the agent to move is 
"right". That is, the total number of sample data 
is 240 (2 cases x 20 times x 6 person). In the ex- 
periment, a CCD camera with focal length of 8mm 
was placed a t  the distance of about lOOOmm ahead 
of the gesturer in advance. Both a special hardware 
with a high speed correlation processor chip(Co1or 
Tracking Vision TRV-CPW5 by Fujitsu Co. Ltd) 
and a 166MHz Intel MMX Pentium PC(0S: Linux) 
were then used to determine the hand motion ve- 
locity(vector) in real-time(at the rate of 15Hz) as 
the mean of optical flow vectors from motion im- 
ages1, while the vocalization period was estimated 
by thresholding the sound-level of the microphone 

'See [5] and [6] for details about the performance of the 
Color Tracking Vision(CTRV) and the methods for control- 
ling the CTRV based on Linux respectively. Details of the 
methods in relation to estimation of hand motion velocity 
from optical flow can be found in [2][3]. 
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Figure 1: The transition of hand motion velocity 
and the vocalization timing. s 

input. In this experiment, we instructed the subject 
neither how many times, how much velocity, nor how 
much amplitude he/she should move the hand cycli- 
callv. ~1s ;  we did not care what kind of instruction 
words he/she would say in his/her gesturing. Fur- 
thermore, we did not tell them about the purpose 
of the experiment in advance. These are all because 
we wanted to measure "natural" vocalization timing 
in "natural" gesture motion. 

Fig. 1 shows an example of the transition of hand 
motion velocity(horizontal element only) and the vo- 
calization timing for a gesturer where the horizontal 
and vertical axes indicate "time(unit:seconds]" and 
"hand motion velocity[unit: pixels/frame]" respec- 
tively. In the figure, the hand motion velocity is neg- 
ative(positive) while the gesturer is moving his/her 
hand to the right(1eft). The hatching part indicates 
the period of vocalization of instruction words such 
as "KOCCHI(this way)". - ,  

Assuming that the transition of the hand motion 
velocity follows a sin curve, we can normalize the 
vocalization timing t: within [O, 1). (0 < t: < 0.5 
if the gesturer is moving his/her hand to the right, 
0.5 < t>  < 1 if the gesturer is moving his/her hand 
to the left, and t: = 0 or 0.5 if the hand motion 
velocity is zero.) For example, see Fig. 1. In this 
case, the vocalization timing (marked as "VOICE") 
is about 0.7. 

Fig. 2 shows the two histograms of the normal- 
ized vocalization timings. The "white" and "black" 
bars respectively indicate the histogram in case that 
the human intention is "left" and "right". As shown 
in this figure, in almost all the cases, the direction 
of instruction the gesturer wants to give was consis- 
tent with the direction of movement of the hand a t  
the moment of vocalization of the instruction word. 
This result suggests that the vocalization timing cor- 
relates closely with the human intention in "natu- 
ral" gesture motion and basically we can recognize 
the gesturer's intention only by estimating the hand 
motion velocity a t  the moment of the gesturer's vo- 
calization. However, it can be also seen that the 
white histogram partially overlaps with the black 
one and vice versa, which means the system based 

Figure 2: Histogram of vocalization timing. 

Figure 3: The value of certainty. 

on this approach may sometimes mistake the ges- 
turer's instruction. To cope with this "overlapping 
histogram" problem, we introduce a criterion(the 
value of certainty) for evaluating the result of recog- 
nition. 

Definition 1 (value of certainty) We define the 
value of certainty C for the normalized vocalization 
timing t; by 

C(t>)  = I sin (27r(t: - 0.05))l (1) 

As shown in Fig. 3, this function is based on the 
shape of the histograms of vocalization timing(a1so 
see Fig. 2). Notice that the phase shift "0.05" in 
Eq. 1 corresponds to the difference between the peak 
of the histogram of vocalization timing and the peak 
of the magnitude of hand motion velocity. Clearly, 
the domain of C is [0, 11. As can be seen from Fig. 2 
and Fig. 3, the larger C is, both the larger the his- 
togram value and the smaller the histogram-overlap 
probability are. That is, C can be used as a crite- 
rion for evaluating the result of recognition: when 
the gesturer's intention is estimated from the hand 
motion velocity a t  the moment of the gesturer's vo- 
calization, the estimation result can be regarded as 
"reliable" if and only if C is greater than a threshold 
T. (For example, the hatching parts in Fig. 3 indi- 
cate the domain oft: for T = 0.6 in which the esti- 
mation result is regarded as reliable.) Although the 
case that the direction of movement of the gesturer's 



(b) ( v T  . Vi+l)  < 0 (c) (vT . Vi+l)  5 0 
and t s  < tturn and t s  L ttvrn 

Figure 4: Estimation of hand motion velocity a t  the moment of vocalization. 

hand is "left" or "right" was only dealt with so far, it 
should be noted that the same argument holds true 
in case of more general cyclic-gestures with arbitrary 
direction of movement. 

As can be seen from Eq. 1, C(t*,) = C(t$ + 0.5) 
for arbitrary t*, E [O,l). Therefore, we can define 
the effective vocalization timing for convenience. 

Definition 2 (effective vocalization timing) 
We define the effective vocalization timing $ E 
[0,0.5) such that C ( G )  = C(t$) for arbitrary t*, by 

if 0 5 t: < 0.5 
t*, - 0.5 if 0.5 5 t: < 1 

We will use % instead oft: in the following sections. 

3 Gesture Recognition 

In this section, we describe how to recognize ges- 
tures expressed by cyclically repeated motion of the 
hand using multi-modal informations. 
[Step 11 (Estimation of the direction of the gesturer's 
instruction) Assume that the hand motion veloc- 
ity vector can be obtained a t  the sampling period 
At(> 0). Let V ,  be the hand motion velocity a t  
time ti where i = 0,1,2 , .  . . and ti+' - ti = At. 
Also suppose that the vocalization is detected a t  
time t s  E [ti, t,+l). Now let V s  be the hand mo- 
tion velocity a t  the moment of the vocalization. The 
method for estimating V s  is divided into the follow- 
ing two cases according to  whether the inner product 
of the two vectors V i  and Vi+1, say ( V T .  Vi+1), is 
positive or not. 
<CASE I> the inner product ( v T .  Vi+ l )  > 0 
In this case, the hand motion velocity V s  is given 
by simple linear interpolation between V ,  and Vi+l  
(see Fig. 4(a)). That is, 

<CASE I I >  the inner product (vT . Vi+') 5 0 
This means the direction of movement of the hand 
has rapidly changed during [ti, t j+l).  Let t turn be 
the time when the instantaneous hand motion ve- 
locity is zero between ti and ti+l.  The time tturn is 
estimated using a linear interpolation technique: 

V s  is then approximated as either V ,  or V,+l ac- 
cording to whether or not the vocalization is before 
the time ttUrn (see Fig. 4(b),(c)). That is, 

if t s  < t tuTn 
Vi+' otherwise 

Based on the observation described in Section 2, the 
direction of vector V s  is considered as a candidate 
of the direction of the gesturer's instruction. 
[Step 21 (Calculation of the effective vocalization tim- 
ing) Next, the magnitude of the hand motion ve- 
locity V s  is normalized so as to  estimate the effec- 
tive vocalization timing %. Denoting the normalized 
magnitude of the vector V s  by V,'(O 5 V,' 5 I ) ,  

where VMAx indicates the maximum magnitude of 
the hand motion velocity estimated from the time 
sequence of the gesturer's hand motion velocity be- 
fore vocalization, { V i ) ; i  € {i I i is integer and t, < 
ts). As a result, the effective vocalization timing 
G ( o  < G < 0.5) is given by 

- sin-' (V;) 
t*, = 

2lT 

Although two possible solutions may be obtained 
from Eq. 6, we can always select the appropriate 
one for $ using the gradient information between 
the hand motion vectors just before and after vocal- 
ization. 
[Step 31 (Evaluation of the reliability of the estimation 
result) Finally, the value of certainty C is obtained 
by substituting the effective vocalization timing G 
into Eq. 1 (by Definition 2, C($) = C(t:)) and 
the direction of Vs  is "formally accepted" a7 the 
direction of the instruction the gesturer wants to 
give if and only if C is greater than a threshold, 
say T .  

The domain of the threshold T is [0, 11. By defi- 
nition, the larger T, the smaller the "misrecognized" 
number but the larger the "unrecognized"(not for- 
mally accepted) number. On the other hand, the 
smaller T ,  the smaller the unrecognized number but 
the larger the misrecognized number. Therefore, the 
threshold T should be carefully selected according to  
applications. An example for selection of T is shown 
in the next section. 



4 A Multi-Modal Interface 

The proposed method was applied to mobile 
robot navigation. As shown in Fig. 5(a), the 
robot has an active CCD camera that not only tilts 
up/down but also pans and two wheels that can be 
driven independently. It is connected with the main 
computer system(the same as described in Section 
2) by wireless. The main computer processes human 
gesture images from the CCD camera (via transmit- 
ter) mounted on the robot as well as the voice input 
from the microphone worn by the gesturer and de- 
cides the corresponding robot motion and the cam- 
era pose, and then sends commands to the robot 
through the microwave link. 

Gestures are made on a virtual 2-D plane. The 
projection of the resulting instruction vector(Vs) 
onto the floor plane where the robot moves is asso- 
ciated with the direction of robot motion(see Fig. 
5(b)). The robot follows the gesturer's instruction 
and moves to the instruction direction by a fixed 
distance. After moving, the robot turns the camera 
to the gesturer and waits for next instructions. If 
the instruction direction is ambiguous, that is, the 
value of certainty is not greater than the threshold T, 
then the robot does not move and instead requests 
the gesturer to make a second gesture by shaking its 
head (the camera platform). If the robot mistakes 
the gesturer's instruction for another direction, the 
robot moves to the wrong direction. 

We navigated the robot using gestures from a 
start point to a goal(the same as the start position) 
via the turn point as shown in Fig. 6. Consequently, 
our system went well. Only using natural gestures 
with natural vocalization, the robot was able to be 
navigated smoothly to the goal while avoiding ob- 
stacles. In the experiment, we set the threshold 
T = 0.9. The total number of the gesturer's in- 
structions was 13. The number of unrecognized com- 
mands and that of misrecognized commands(during 
13 trials) were 3 and 0 respectively. 

Next, for comparison, we conducted the same ex- 
periment after setting T = 0.3. In this case, the 
total number of the gesturer's trials was 12. The 
number of unrecognized commands and that of mis- 
recognized commands were 0 and 1 respectively. No- 
tice that the number of gesture commands required 
to complete the navigation task was less than that in 
case of T = 0.9, while the misrecognized number was 
not zero. Because T is large it does not necessarily 
follow that all of the performance is good. 

(a)overview of the (b)the direction of instruction 
mobile robot and that of robot motion 

Figure 5: A mobile robot and a gesturer. 

Figure 6: Mobile robot navigation using gestures. 

5 Concluding Remarks 

We presented a novel method for understanding 
the human intention expressed by cyclically repeated 
motion of the hand. Our method is based on the use 
of a correlation between verbal and non-verbal in- 
formations in natural human communication. Now 
we are introducing voice recognition techniques for 
the purpose of extending the application range of 
our system. Our approach opens potential appli- 
cations to development of truly user-friendly com- 
puterlmachine systems. 
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