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Abstract 

The authors propose a face recognition 
algorithm robust against the illumination 
variations, using an average face shape. The 
objective of this paper is two-fold: (1) to propose a 
new algorithm to estimate one of the 
illumination-invariant features, i.e., the surface 
reflectance from single appearance image, and (2) 
to apply this algorithm to images with various 
illumination conditions. In (11, we take advantage 
of the average face shape for local area of face so 
as  to suppress the deviation of shape from the 
individual one. The correct recognition rate 
(97.0%) for images of 41 persons with 5 
illumination conditions was much higher than 
that by the edge-based matching method (82.9%). 

1 Introduction 

Machine recognition of face is very useful 
technique because this has many applications 
such as  the personal identification of driver's 
license/passport image, the robot vision[l], the 
crowd surveillance and the banwstore security[21. 
One of difficulties in the face recognition is the 
variability of an  object's appearance. Robustness 
for this variability is crucial for the practical use. 

In the real-world scene, there are various kinds 
of variabilities such as  view angle, illumination 
condition, face expression and aged deterioration. 
In the previous study[31, the authors proposed a 
recognition method robust against the view angle, 
and succeeded in obtaining a practical 
recognition rate. The core of this method is to 
generate another view of face from one 
appearance image by using an average face shape. 
The present paper focuses on the robustness for 
illumination variations. 

Here, we describe the condition of illumination. 
For example, in the case of the narrow spotlights 
whose intensities is varying for each local area of 
face, it is possible to generate a great variety of 
images. From this reason, it is clear that 
considering for all possible illumination is no 
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meaning. We limit to combination of light sources 
whose intensities are stable within the scale of 
face size. 

The existing methods for handing the 
illumination variabilities are roughly classified 
into three approaches[4,51: 1) the universal 
approach[6,71, 2) the model-based approach[8-101 
and 3) the class-based approach[ll,l21. The 
universal approach uses a illumination 
insensitive feature which is common to all images 
independent of the specific set of objects to be 
recognized. Typical example of this approach is 
edge-based matching method. Discontinuities in 
the albedo on the surface of the object generate 
edges in images. Hence, the edges tend not to be 
influenced by the change of illumination. 
However, as discussed in ref.161, the ability to 
recognize face is not practical when the difference 
of illumination condition is large. The 
model-based approach uses information specific 
to the object, such as 3D face shape and the 
surface reflectance. This approach compensates 
for image variations extremely, but it is difficult 
to collect the information for each object. At 
class-based approach, the variations by changing 
the illumination are handled by the general 
information of object of class. In this approach, a 
feature insensitive illumination is derived from 
incorporate information about object. An example 
of this approach is shape from shading[ll]. In 
these approaches, the authors in ref.[51 conclude 
that the class-based approach is advantageous in 
novel viewpoint and illumination conditions 
because it is more specific than universal 
approach and more general than model-based 
approach. 

The present paper proposes a new algorithm to 
estimate one of the illumination-invariant 
features, i.e., the surface reflectance from single 
appearance image, using the average face shape. 
This method belongs to class-based approach and 
has advantages: a) the system using this method 
has wide applications, because the registration 
data is only single image for each person, and b) 
by combining the method proposed in [3], it is 
possible to attain the robustness for view and 
illumination variations. Furthermore, as  the 
relational study, Volker et.al. proposed the robust 
method for illumination and viewpoint using 
morphable face model[l31 and Belhumeur et.al. 



show the basis set of images of an object created 
under all possible illumination conditions[lOl. 
Combination of both methods make possible to 
recognize object under all possible condition, but 
much computational complexity needs in order to 
optimize free variables subject to the illumination 
condition and face shape. 

Section 2 shows an  algorithm to estimate the 
surface reflectance, and section 3 demonstrates 
the experimental result of the individual face 
identification. Section 4 describes the concluding 
remarks and the future problem. 

2 Estimation of surface reflectance 

We start from the Phong's illumination model: 

where i(= 1,2,..., N) is the number of pixel, 

I ,  = ( I , , ,  I , , ,  I,,)' is the image intensity of i -th 
pixel, a  = ( a R  a ,  a , )  is the surface 

reflectance, b = (b, , b, , b, )' is the light source 
color, I , ,  is the diffused reflection component, 
I , ,  is the specular reflection component, L, is 
the light source direction with intensity, N ,  is 
the surface normal, L', = 2(L, .N,)N, - L, is the 
direction of reflected ray of L, , V is the 
direction of camera position and n is the 
constant to control the angular distribution of the 
specular reflection. Subscripts (R, G, B )  denote 
primary color of image. In the above parameters, 
the image intensity I, and the surface 
normal N ,  are known, and other parameters are 
unknown. 

An algorithm to estimate the surface 
reflectance is composed of the following three 
steps: (i) separation of specular reflection 
component from the face image, (ii) estimation of 
illumination direction, and (iii) calculation of 
surface reflectance. The details of these steps are 
given as  follows. 

In step (i), we assume that the surface 
reflectance a, is independent of pixel i . Then, 
eq.(2.1) is written by 

Since a  and b are unknown, we regard a  as  
a flesh color and b as  a white color 
(b, = b, = b, ). Here, the flesh color is decided by 
averaging the color of sample pixel in skin area. 
By the least square method, 

where A = (a ,  b )  and the subscripts t and -1 
denote the transposed matrix and the inverse 
matrix, respectively. 

Step (ii) is carried out every local area of face. 
The reasons are: 1) to suppress the deviation of 
the average face shape from individual one and, 
2) to consider the case such that the light source 
direction varies depending on the face local area. 
The diffused reflection for local area is described 
by 

I d , ,  = a, max(L,, . N,,O), (2.4) 

where L, is the illumination direction a t  pixel 
p ,  i is the pixel that contains area R within 
radius r of pixel p i n  the face image plane. The 
radius r is taken so that skin occupies almost of 
area R . Assuming that i) a, = 1 for any i and 

ii) ~ ~ ~ ( L , , . N , , O ) ~ L , ~ . N , ,  weobtain 

where Id,* = (Id,, 7 Id,29"*7 'd ,~" 
Nd , ,  = (Nd, , ,NdV2, . . . ,  N d , N n )  , N ,  the number of 
pixel contained in R . Since solution in eq.(2.5) is 
valid under above two assumptions, we calculate 
eq.(2.5) iteratively by eliminating pixels i with 
( ~ , . N : , ) < o  or ~ l d , , - i p . N ' , , , ~ > ~  from Q .  
Here E is the constant. 

Step (iii) calculates the surface reflectance by 
following equation: 

Since the coefficient of surface reflectance is not 
uniquely decided, a, in eq.(2.6) is normalized to 
(l,l,l)f for skin area. 
Figure 1 shows the surface reflectance obtained 

from above three steps. Figures l(a), (b), (c) and 
(d) denote an  original face image, the diffused 
reflection component, the specular reflection 
component and the surface reflectance. Here, the 
black part in the tip of the nose in Figs. l(b) and 
(d) express pixels with halation in the original 
image. From Fig.l(c), i t  is found that a specular 
part of the right side of forehead is extracted 
accurately. 

3 Experimental results 

The proposed algorithm was applied to images 
with 5 illuminations conditions for 41 persons. 
Figure 2 shows examples of these images for one 



person. Figure 2(a) was "shadow-less image" that 
was generated by 4 light sources. Figures 2(b) 
to (e) were shading images shot under one light 
source whose directions were (-3O0,35") , 
(0°,35") , (30°,35") , (60°,35") for the horizontal 
and upper directions of face, respectively. The 
distances to the light sources were about 2 
meters. We call the illumination conditions 
corresponding to Fig.2(a) to (e) , LO to L4, 
respectively. 

As shown in Fig.3, experiments were composed 
of three processes: normalization of face area, the 
estimation of surface reflectance and matching of 
features. One registration image for each person 
was accumulated in the face template database. 
To investigate the difference by the matching 
features, four experiments were performed: 1) 
matching by intensity of image, 2) matching by 
the edge featurel61, one of the appearance-based 
approaches, 3) matching by the surface 
reflectance, the proposed method, 4) matching by 
the surface reflectance, where the inhvidual face 
shape is used instead of the average face shape. 
For all experiments, a normalized 
cross-correlation method was used for comparison. 
Among the registration images, the person with 
the high score of similarity of matching feature 
was recognized as  the identical one. The results 
of correct rate were shown in Table 1. Average 
rates were 1) 62.6%, 2) 82.9%, 3) 97.0% and 4) 
100.0%. 

4 Concluding Remarks 

We considered the face recognition algorithm 
robust against the illumination variations. 
Assuming the Phong's illumination model and 
the average face shape, we obtained the surface 
reflectance from single appearance image. From 
the identification experiments, we found that 

the correct rate of the proposed method is 
superior to that of the edge-based method 
in spite of the same registration data 
the estimated error of surface reflectance 
is mainly occurred from the deviation of 
face shape from the experiment 3) and 4). 

In the future, we will consider the robustness 
for other variations such as  passage of age, using 
the neural network approach. 
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Fig. 1 (a) the original face image, (b) the diffused 
reflection component, (c) the specular reflection 
component, (d) the surface reflectance. 
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Fig.3 Scheme of face recognition 

Table 1 Correct rate for each experiment (%). 

Registration image 
vs Input image No.1 No.2 No.3 No.4 

LO-L1 73.2 97.6 1.00.0 100.0 

L3-L4 100.0 100.0 100.0 100.0 
average 62.6 82.9 97.0 100.0 

Fig.2 Examples of face images used in the 
experiment. (a) the registration image, (b)--(el 

the input images 




