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Abstract 

We have developed a similarity-based image re- 
trieval system that represents retrieved images as a 
scatter diagram in a semantic space. An axis of the 
space shows the suitabilities of a keyword assigned 
to the images. The suitabilities are estimated by 
a linear transformation of the image features of re- 
trieved data, and the coefficients of the transforma- 
tion are learned by a multiple regression analysis. 
The system can store multiple key-images and can 
retrieve images by using the center of gravity of the 
key-image feature vectors. The system can effective- 
ly assist a user in retrieving images through the use 
of semantic visualization and this center of gravity 
retrieval based on similarity. The system performs 
as follows. First, a user retrieves images. Then, the 
system presents the user with some keywords that 
provide large variances of the estimated suitabilities 
from among the retrieved results. Next, the user 
can choose two axes from the given keywords. Fi- 
nally, the system displays the retrieved images in the 
semantic space that is spanned by the axes. We ex- 
amined our method quantitatively by using a large 
number of samples, each of which was a pair made 
up of an image and its assigned keywords. 

1 Introduction 

Recently, against the background of demand from 
image content providers and companies that process 
multimedia information, similarity-based image re- 
trieval has become an active field of research where 
the similarity between images is being evaluated a t  
the pattern level[l, 51. Many researchers have been 
working to  improve the retrieval ability of systems 
by developing retrieval methods that reflect a user's 
intentions. However, there is an important prob- 
lem with these methods in that a user's intentions 
are sometimes indeterminate. In the cases, a user 
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tends to  view as many images as possible in the us- 
er's effort to  find targets that fulfill the user's need. 
Therefore a retrieval system needs to  present users 
with many images and many variations of similarity 
among the images by using image visualization, and 
to  assist the users in their trial and error search. It  is 
the purpose of our researches. Operating from this 
point of view, we developed a visualization system 
for similarity-based image retrieval[2, 31. Although 
one of our svstem's functions allows a user to selec- 
t two axes in a visualization space from many axes 
constructed automatically, it is difficult to motivate 
the user to select the axes. This is because it is not 
always easy for a user to  understand the meanings 
of the axes. Therefore, to  assist the user, it is very 
important to  assign some meanings to the axes. To 
provide the user with many variations of similarity 
among images, a semantic visualization is also very 
important. To meet this challenge, we developed a 
similarity-based image retrieval system, which rep- 
resents retrieved images as a scatter diagram in a 
semantic space[4]. Because the keyword suitabilities 
are estimated from the features of retrieved images, 
It isn't necessary for each image in a database to 
have any keyword. The system can retrieve images 
by using the center of gravity among features of mul- 
tiple key-images. The system can effectively assist a 
user in retrieving images through the use of semantic 
visualization and this center of gravity retrieval. 

2 Similarity-based Image Retrieval 

In the system, when a user retrieves images, the 
system first receives an example image set from 
an arbitrary location the user has specified in a 
database. The image set is displayed in a space, 
the axes of which are two keywords that the image 
set is effectively visualized. The user can change the 
arrangement of the image set by selecting other key- 
words and the user can select a key-image for the 
next retrieval. Next, the system searches, and dis- 
plays the retrieved images in two keywords' space, 
and then prompts the user to select a key-image. 
The system extracts image feature vectors that re- 
flect similarities from each image in a database in 



advance and gathers images that are near to  a key- 
image based on distances from a key-image vector 
to  the image vectors. Thus, the similarity-based im- 
age retrieval is performed. The system can store 
multiple key-images selected by a user and it can 
retrieve images by using the center of gravity of the 
key-image feature vectors. By using this center of 
gravity retrieval, we can expect retrieved images to 
have different properties for the multiple key-images 
and an image retrieval process that emphasizes the 
similar properties of multiple key-images. We used 
a color feature and a differential orientation feature 
for our retrieval features. In the color feature, we 
prepared 4 x 4 x 4 boxels by dividing an RGB color 
space beforehand. The system sorts all the pixel- 
s in an image into the 64 boxels, according to the 
quantized color vectors for the pixels, makes a his- 
togram using the 64 boxels counts, and finally nor- 
malizes the histogram. In the differential orientation 
feature, the system transforms color images to gray 
scale images, calculates the orientation and power 
of the changes of brightness, adds the powers of all 
the pixels in the image to  one of 8 bins according to  
the quantized orientation of each pixel, makes a his- 
togram using the 8 bins counts, and finally normal- 
izes the histogram. The system applies the above 
feature extractions to  each 4 x 4 area and each of 
four resolutions. We compressed the feature dimen- 
sions by applying principal component analysis to 
the features in order to  speed up retrieval. 

4 Keyword Suitability Estimation 

It's necessary that the above functions, (I), (11), 
and (111), are performed whenever retrieved images 
are determined. To keep quick responses of the user 
interface and complete the function calculations in 
the interval between retrieval and result output, the 
keyword suitability estimation must be performed 
quickly. Therefore, for keyword suitability estima- 
tion, we used a multiple regression analysis in which 
the system can perform a fast transaction because 
of the linear calculation. To presume representative 
and visualization keywords, we designed the system 
to calculate the mean and variance of the suitabil- 
ities in the images and then sort the keywords in 
mean and variance order, respectively, considering 
as follows. In representative keywords, the mean 
value of estimated suitabilities tends to  be high, be- 
cause all the retrieved images tend to  include the 
keywords, thus, each of which makes any image high- 
ly suitable. In visualization keywords, the variance 
value of estimated suitabilities tends to  be high, be- 
cause the keywords tend to divide the retrieved im- 
ages into two groups evenly and then scatter the 
images depending on their suitabilities. When the 
system calculates the mean and variance in images, 
the linear transaction enables the system to calcu- 
late a mean vector and a variance-covariance matrix 
of the image features and then apply them to  all the 
keywords. We can reduce the calculation steps by 
using the above method. 

A learning method and an estimation method of 
keyword suitability are shown below. Let xi be a System Using Key- feature vector of an image i and yi(k) be a criterion 

words as Axes in the Space variable given by the k'th keyword, 

A visualization in this paper means the represen- 
tations of an image set made by arranging images in 
a space according to  characteristics of the images. 
The visualization actively uses the intrinsic proper- 
ty of an image, the characteristics of which are rep- 
resented as a view of the image. This visualization 
serves to  advance a user's intuitive understanding of 
the similarities among images. Because the system 
uses keywords as the axes in the space, it's desirable 
for the keywords to  reflect a view of the images. We 
proposed a method where the system estimates the 
keyword suitabilities for each image by transforming 
the features of the image and uses the suitabilities 
as the image coordinates. By using this method, the 
system can effectively present the visualization of 
an image set and the variations of similarity among 
the images as semantic information to  the user. To 
make this semantic information for the user, the sys- 
tem uses mainly the following functions: (I) Esti- 
mates the keyword suitability for each retrieved im- 
age. (11) Presumes representative keywords, which 
are commonly included in the retrieved images. (111) 
Presumes visualization keywords, which express the 
differences in the retrieved images and are supplied 
for a user to  set the keywords to the axes. 

Y,(k) , if the keyword is attached 
= { Yn(k), otherwise . (1) 

We used {Ye, Y,) = (1 - N(k)/N, -N(k)/N), 
where N is the total number of learning samples, 
and N(k)  is the number of samples that the k'th 
keyword is attached to. It is known that using mul- 
tiple regression analysis with this definition is equiv- 
alent to the linear discriminant analysis of two cate- 
gories. The partial regression coefficients are calcu- 
lated from the statistics of learning samples, 

4 ( k )  = v(k)-zTb(k) , b(k) = C,-,'Cz,(k) , (2) 
where C,, is a variance-covariance matrix of {xi), 
C,,(k) is a covariance vector between {xi) and 
{yi(k)), and K and B(k) are the means of {xi) and 
{yi (k) ), respectively. The estimated value ci (k) for 
the above stated function(1) is given as 

Eq.(4) and Eq.(5) are used for calculating the rep- 
resentative keyword(I1) and the visualization key- 
word(III), respectively. If a set of images is given, 
the mean and the variance of G(k) are calculated as 



(c) L b c b n u l e a r n m b y l h o b  

I 

Figure 2: The data flow in the system 

Figure 1: Visualization interface using semantic axes 

where ji and are the mean vector and the variance- 
covariance matrix of the feature vectors within the 
given set. By collecting keywords having large val- 
ues of g(k), we can obtain keywords that can be 
assumed to characterize the set. And keywords hav- 
ing large values of 6;(k) can be assumed to clarify 
the differences among the set. 

5 Visualization Interface 

The system is constructed of a server and clients. 
The server retrieves images and calculates the statis- 
tics analysis. The client has a gra hical user inter- 
face(GUI), as described by JAVA7', and is capable 
of displaying images and keywords to users and for- 
warding user requests to the server. The system has 
three main functions, which correspond to the afore- 
mentioned (I) ,(II), and (111). 

Figure1 shows the parts of the GUI. The parts 
(a),(b),(c), and (j) are the characteristic function- 
s of the system, defined as follows: (a) shows a 
visualization space where the retrieved images are 
arranged according to  the keyword suitabilities of 
each image (I). The user can select some images in 
the space, and then add them to  a key-image set in 
which the center of gravity feature is applied to the 
retrieval. (b) and (c) show user-selectable buttons 
which present 50 visualization keywords to  the user 
(111) and allow the user to select favorite keyword- 
s from them as the axes in the space. (j) shows a 
text area that displays 20 representative keywords 
to the user (11). The other parts show the functions 
of (e)moving, (d)expanding and contracting a range 
of the space, and (g),(h)changing a relation between 
image similarity and image size, and so on. 

6 Data Flow in the System 

Figure2 shows the data flow which creates the 
interface in the system. An image feature database 
is made by extracting features from all the images. 

A partial regression coefficient database is made be- 
forehand by applying Eq.(2) to the image feature 
database and each registered keyword. The sys- 
tem gets a query<l> from a user and performs a 
similarity-based image retrieval<2>. Then the sys- 
tem outputs retrieved results<4> after scanning an 
image feature database<3>. A mean vector and 
variance-covariance matrix<5> are calculated from 
the image features<6> of the retrieved results. The 
system obtains the coefficients of a keyword from the 
keyword partial regression coefficient database<8> 
and applies Eq.(4) and Eq.(5) <9> to the vector and 
matrix<7>. Then, the system outputs a mean and 
variance<lO> of a keyword suitability estimation. 
By repeating the above operations, the system col- 
lects two sets of the first Nk keywords in mean and 
variance order, respectively < l l > .  The set, each of 
which has large mean value, is constructed of the 
representative keyword and the other set, each of 
which has large variance value, is constructed of the 
visualization keyword < 12>. The system provides 
semantic information to  the user by displaying the 
two keyword sets <13,14>. The user selects two 
keywords as the X- and Y-axes<l5> from the visu- 
alization keywords<l4>. The system calculates the 
keyword suitability, Eq.(3), by using the partial re- 
gression coefficients<l6> of the two keywords and 
the image features of the retrieved result<l7>, and 
then it arranges a thumbnail image<l9> on the co- 
ordinates which are the two keyword suitabilities. 
Thus, the system displays the images visualized by 
the keywords to the user<20>. 

7 Experiment of Keyword Suitability 
Estimations 

To evaluate keyword suitability, we used 24,728 
images from PhotoDisc,Inc., each of which had 15 
to 30 keywords. We divided the images into two set- 
s, that is, a sample image set and a test image set. 
There were 7,091 kinds of keywords assigned to  a t  
least two images of both these sets. Prior to  the eval- 
uation, we made a coefficient database for the linear 
transformation used in the estimation, by applying 
a multiple regression analysis to all image features 
and each keyword. Then we performed our evalua- 
tion using the sample image set as follows. First, we 



Figure 3: Evaluation of keyword suitability estima- Figure 4: The number of effective keywords: K is 
tions: P is the ratio including correct answer images the number of keywords, each of which is correctly 
within N ranking and is taken average of the ratios assigned to at  least one image within N ranking in 
of first 50 keywords in suitability variance order. suitability order. 

estimated the suitability of each keyword and count- 
ed the number of the images that appeared with the 
keyword within the first N ranking in suitability or- 
der. Next, we calculated the ratio of this number 
to the max number of images that were capable of 
appearing most often with the keyword within the 
first N ranking. In the system, the user selects two 
from the first 50 keywords, the suitabilities of which 
have large variances in the retrieved images. There- 
fore, in the Fig. 3, we plotted the ratios averaged in 
the first 50 keywords in suitability variance order. 
The ratios were at least 50 percent within the first 
100 ranking in the cases of the features having 12 
elements. The ratios tended to get larger; they were 
calculated by taking an average of the smaller num- 
ber of keywords from the top. To get the high ratios 
in case of many keywords, we need to improve the 
estimation ability of the system. 

Figure4 shows the number of keywords used in 
the ability of keyword suitability estimation. With- 
in the top 100 ranking, there were 3,775 keywords 
in the features of NF = 400. Increasing the key- 
words according to  the number of feature elements 
causes saturation. We thought the other keywords 
included those that could not be learned well enough 
and ones whose suitability could not be intrinsically 
estimated using linear calculation. They never ap- 
peared within the first 100 ranking in the test data. 
To speed up the system and save the memory, we 
can delete the uncontributed data from the keyword 
partial coefficients database. The figure represents 
the design policy of our system. 

8 Conclusion 

We have developed the visualization system to 
be used as a graphical user interface for a similarity- 
based image retrieval. The system uses two key- 
words as axes in semantic space. The system dy- 
namically shows a user representative keywords and 

visualization keywords as soon as the user retrieves 
images. Then, the system displays the retrieved im- 
ages as a scatter diagram in a 2-D semantic space, 
two axes of which are selected by the user from the 
visualization keywords. Because the keywords are 
presumed by transforming features of the retrieved 
images, the image data don't have to use any text 
information. The system can effectively assist the 
user in retrieving images through the use of seman- 
tic visualization and similarity-based image retrieval 
using the center of gravity among features of key- 
images. We reported on our evaluation of the effi- 
cacy of the estimation of keyword suitability. We 
were able to obtain a design policy of the system. 
We need to improve the estimation ability to have a 
dependable system. 
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