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Abstract 

Recently, since the car is often used as  the  move- 
ment means, the traffic is increasing every year. 
ITS (Intelligent Transport Systems) which provides 
drivers with plural information for smooth and 
safety drive has been required. As one of them, sev- 
eral studies have been proposed for the road traffic 
surveillance in the image processing. The  traditional 
methods have almost observed the traffic flow from 
one view~oint  with one camera or stereo-cameras. 
In this case, it is difficult to  detect the part of one 
vehicle occluded by another one with single view. 
Our proposed method for the  road traffic surveil- 
lance extracts vehicles with multiple views. Ex- 
tracted motions in the different viewpoint are com- 
plementary to  each other, and compared by using 
the estimated camera parameters of which cameras 
are placed freely by road managers, and so on. As 
a result, the occlusion of vehicles is detected. Our 
implemented method has been tried to  real traffic 
scenes and successfully detected the individual vehi- 
cle. 

1 Introduction 

Recently, since the vehicle is often used as  the 
movement means, the traffic is increasing every year, 
and the problems of the  traffic jam and accident 
and so on are increasing. ITS (Intelligent Trans- 
port Systems) which provides the  drivers with plu- 
ral information for smooth and safety drive has been 
required to  solve these problems. 

As one of them, several studies have been pro- 
posed for the road traffic surveillance in the image 
processing. In the traditional methods. since they 
have almost observed the  traffic flow from one view- 
point with one camera or stereo-camera, one vehicle 
has been occluded by another vehicle. It is difficult 
to extract it from one viewpoint. 

Our proposed method uses multiple views to  solve 
the occlusion in the traffic flow observation. When 
the occlusion is captured with one view, the oc- 
cluded vehicle is extracted with another view. 

On the other hand, the  placement of cameras are 

Figure 1: Example of placement with multiple views. 

construction and the landscape, for example, cam- 
eras are set on the wall where the drivers cannot 
view them. Therefore, we propose a method t o  ex- 
tract the vehicles with multiple views on condition 
that  the cameras are placed freely by the road man- 
agers, and so on. 

Without using the  features depending on the road 
such as the  lane markers of white lines, our method 
estimates the geometrical relation of viewpoints. 
Our useful features are the movement vector, the  
front line, and the edge of vehicle. 

We define the model of the movement of vehicles 
in the three dimensional coordinates, whereas the 
motions with the multiple views are combined. As a 
result, the model parameters are estimated geomet- 
rically, and the occlusion of vehicle is extracted by 
using the model parameters. 

Our implemented method has been tried to  real 
traffic scenes and successfully detected the individ- 
ual vehicle. 

2 Estimation of the camera parame- 
ters 

In our work, cameras are placed as  "freely" as 
possible. Figure.1 shows an example of the  scene of 
taking pictures. Figure.2 shows the occluded state 
t o  be recognized finally. 

not always placed a t  the  desirable position for the 2.1 Definition of the coordinate system 
vehicle extraction because of problems from the road 
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Figure 2: Example of images a t  the far separated Figure 4: Representative flow of which length is ten 
viewpoints. times of original length. 

Input of representative flows 
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Figure 3: Road coordinate system and camera coor- Figure 5 :  Outline of the estimation. 
dinate system. 

in three dimensional space. lye  consider the direc- 
tion parallel with the road. 

Note that  we may estimate thier parameters with 
good condition for the image processing, when the 
traffic quantity is little and the vehicle in the image 
is only one. 

We define the road coordinate system and the 
camera coordinate system as shown in Figure 3, 
where the marks enclosed by circle is the parame- 
ters obtained by our method. 

The  road coordinate system for camera 1 is de- 
fined as (IVx, IVY, &). The plane IirxIl'z. which 
corresponds to  the road plane. is assumed horizon- 
tal. 

Then, it supposes that  only the  focus length f l  

of camera1 and f2 of camera 2 have been acquired 
beforehand. 

2.2 Estimation of parameters 

2.2.2 Estimation of angles O1 and O2 of de- 
pression 

The angles O1 and O2 are estimated by using every 
representative flolv obtained from every camera im- 
age respectively. 

lye  explain how to  estimate of angle 81. Since 
the movement direction of vehicle is unchangeable in 
very small time, we suppose that the present repre- 
sentative flow and the previous one are parallel vec- 
tors each other. On this assumption, the inclination 
of these flows are compared in the road coordinate 
system (IVx, 14\, 1lrz) for camera 1. 

The relation between the road coordinate system 
(\ITx. T I ' ) . ,  IT'z) and the camera coordinate system 
(S. 1: 2)  is transformed by: 

0 0 W x  ( )  2 = ( c o s ~  i n )  ( ) . (1) 
0 sin 01 cos0l 

2.2.1 Outline of the estimation The relation between the image coordinate sys- 

The  representative flow vector in Figure 4 is ob- tem (x, Y) and the camera coordinate system 

tained after the error flows are rejected from the ( X , Y ,  2 )  is transformed by: 

optical flows. We referred to  [1][2] for the detection 
X of the optical flows. Y 

x = fl- and y = fl-, 
The  error flows are removed by using the derec- z z (2) 

tion and length of flows, and the result of the edge where focus length fl is the known parameter. 
detection. Moreover, the equation of the representative flow 

The  process flow of the estimation is shown in is set as: 
Figure 5. y = a l n : + b l ,  (3) 



where, ( ~ 1  and bl arc computed from the represen- 
tative flow vector. Thus, the representative flow is 
represerited by the equation of plane as follows in 
the road coordinate svstems. 

flnI 1drx + (61 sin H1 - f l  cosH1)(lIry - Yl) 

+ ( f ~ s i n Q 1 + b l s i n O 1 ) W z = O .  (4) 

Sirice the vehicle run 011 the road, the flow is par- 
allel with the plane I1xLI-Z. Therefore, it is con- 
sidered that  M y  is constant. Then, instead of the 
equation of plane, equation (4) becomes a straight 
line equation. 

On the assumption that  the representative flows 
are parallel in the sequential frames, which a l ,  bl in 

the 1 th frame are denoted a.s a(l", b(l" respectively, 
the parallel condition is represented as follows: 

In the same way. the ariglc O2 of depression for 
camera 2 can be obtained. 

2.2.3 Estimation of angle w 

111 the same way as previo~is paragraph, the parallel 
condition of the representative flon is used to  esti- 
matt the angle w as shown iri Figure 3. 

\I'hen a ,  b in equation (3)  for camera 1 are de- 
noted as a l ,  bl respectively and a ,  b for camera 2 
are denoted as a2, bz respectively, the parallel con- 
dition is represented as follows: 

f l a l  - - 
f l  sin 0 ,  + bl cos 01 

f~ sin 02 sin w + f2az cos w + b:! cos 02 sin w 
fZ sin O2 cos w - f2a2 sin w + b~ cos 02 cos w . (6) 

The  angle w is estimated by solving equation ( 6 ) .  

2.2.4 Estimation of the height Y1, Y2 of the 
camera 

In the this paragraph, based on the assumption that  
the lcrigth of the flow transformed on the road plarie 
S Z  is quai, the height 1; and 1; of the camera are 
estimated. Howcv~r ,  in spite of obtaining the values 
of 1; and I.;, the value obtained in fact is the ratio 
between 1; and Y2. \Ye assume that  it is enough t o  
relate one camera image with another. 

We define the start  point (M;(,~,O, Wz,.) and 
(WX?. 10, WZ?. ) I  and the end point (Wx,,  , O ,  WZ,, ) 
and (Wx,, ,O, WZ2, ) of the representative flow for 
camera 1 and camera 2 respectively. The  start  point 
and the end point of the  representative flow for cam- 
era 1 are defined. 

This condition is described as: 

where these points are computed by equations (1) 
and (2). 

I 

(a) Caniera 1 (b)  Calxicra 2 

Figure 6: Straight line in the front of vehicle. 

2.2.5 Estimation of -Yz and Z2 

In the same as the previous paragraph. in spite of 
obtaining the values of S2 and Z 2 .  the  values ob- 
tained in fact are the ratios S z / Y l  and Zr/l ; .  

In this session, we assume that  the front line of 
vehiclt. in every image of camera 1 and raniera 2. 
is equivalent in three dimensional s p a c ~  as shown iri 
Figure G .  Then. we estimate the ratio115 S2/1; and 
2 2 / 1 ; .  

In Figure 6, every eq~iation of the straight line in 
the images is respectively described as: 

The inclinations trl and a;, arc computed from the 
inclination of thc representative flon. in three dimen- 
sion space. Because the front line becomes perpen- 
dicular to  the representative flow in the road coordi- 
nate system Il'xW'yWz where Wy is fixed. In the 
road plane ll'xlT/z, the inclination a' of the front 
line computed as perpendicular inclination to  the 
representative flow. 

The front region extracted from the  image is the 
front part  of the regions of which the optical flows 
exist. 

3 Detection of the moving vehicle 

The region of the moving vehicle is the sum of the 
regions where the optical flows exist i ~ i  the image. 

The regions between both imagcbs arc ~riatched by 
the camera parameter obtained in the prclvious sec- 
tion. Though it is not enough accurate to use tliesc, 
parameters for matching point to  point. it is enough 
for matching region to  region. 

Thus, by comparing the number of the regions 
which is matched to  each other, the s ta te  of the  oc- 
clusion is recognized. For example, when two region 
in the image for camera 2 are matched to  one region 
in the image for camera 1, the state for camera 1 
becomes occlusion, and the number of vehicles be- 
comes two. 

4 Experiments 

In the  experiments, the images taken a t  two 
points on the nvalkway bridge were used as  the  in- 



( a )  Camera 1 (b )  Camera 2 ( a )  Camera 1 ( b )  Camera 2 

Figure 7: Example of the occlusion case. Figure 8: Result of matching vehicle regions by using 
the camera parameters. 

put,  which were taken a t  video rate (1130 sec) in 256 
levels, monochrome and the size 720x486 pixels. 

The result of the estimation of camera parame- 
ters from Figure 2 showed in Table 1. The result 
of our proposed method were almost similar to  the 
measurement values. 

In the case of occlusion in Figure 7, the view- 
points were both sides on the pedestrian bridge, and 
three vehicles existed in the  image for camera 1, and 
two vehicles for camera 2. The  first vehicle for cam- 
era 1 was not for camera 2. The second and third 
vehicles for camera 1 became the occlusion for cam- 
era 2. 

The  result of the extraction of vehicles was shown 
in Figure 8 ,  where the region in the image for camera 
2 was extracted as one region though two vehicles 
existed in the image for reasons of occlusion. 

By using the camera parameters, the extracted 
regions were matched between cameras as shown 
in Figure 8, where the regions of vehicles were 
surrounded with break rectangle and the regions 
matched between both images were surrounded with 
bold rectangle. 

In the  result of the experiment, three vehicle were 
recognized in the image for camera 1 ,  and the first 
vehicle was recognized which it run out of the image 
for camera 2. The  second and the third vehicles were 
recognized that  they were overlapped in the image 
for camera 2. 

111 the another case of worse occlusion in Figure 2, 
the viewpoints were a side and a middle place on the 
pedestrian bridge. The  result was shown in Figure 
9. 

Table 1: RESULT O F  ESTIMATION 
~ - 

( a )  Camera 1 ( b )  Camera 2 

Figure 9: Result of matching vehicle regions by using 
the camera parameters. 

Proposed method 
16.7" 
13.9" 
- 77.4" 

0.67 
0.86 
2.52 

61 
02 
W 

Y2/Y1 
X2/Y1 
Z2/Y1 

5 Conclusion 

Measurement 
16" 
14" 
- 75" 

0.64 (4.517.0) 
0.85 (6.017.0) 
2.57 (1817.0) 

As one of ITS technique, we proposed a method 
to extract vehicles by image processing in order to 
observe the traffic flow. \Ve proposed the method 
to extract vehicles for the road traffic surveillance of 
the traffic flow with the multiple views even if the 
occluded vart of vehicle exists with one view. and 
cameras were placed as freely as possible by the road 
manager and so on. 

Our method mainly used the movement vectors, 
that  is the optical flows, by estimating the camera 
~ a r a m e t e r s .  which are defined in the three dimen- 
;ion space.  h he time of obtaining them is when the 
number of moving vehicles is one. 

Thus. the regions of vehicle were matched be- 
tween images with multiple views by using the ob- 
tained parameters. 

As the result of the region matching, the region of 
occlusion was recognized. Our implemented method 
upas tried to  real traffic scenes and successfully de- 
tected the individual vehicle. 

References 

[I]  N. Ohta: "Image movement detection with reli- 
ability indices", IEICE Trans., vol.E74, no.10, 
pp.3379-3388, Oct. 1991. 

[2] http://www.ail. cs.gunma-u. ac.jp/Labo/program. 
html. 




