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Abstract 

This paper deals with the image-based control to 
move a robot-arm mounting a camera to the posi- 
tion where the given goal image was taken and, at 
the same time, target objects to the same positions 
as they were in the goal image. Their motions are 
determined to reduce the difference between the goal 
image and the image taken at their current positions. 

We use the "eigen-space method" to obtain a 
compact representation of the image. To relate the 
image difference to the robot-arm and target object 
motions, we re-arrange the eigen space so that the 
representation linearly depends on the robot-arm 
and target object motions. 

We describe this approach in detail and experi- 
ments using real robots and images. 

1 Introduction 

It is an attractive application of machine vision 
to control the motion of a robot-arm mounting a 
camera based on the difference between a given goal 
image and an image taken at a current position of 
the robot-arm. Many methods have been proposed, 
but they are to control a robot-arm in a static scene 
where only the robot-arm position causes the change 
of the image. This enables the estimation of the 
robot-arm position relative to the goal position by 
observing some fixed objects by the camera. So the 
geometrical features (such as points, lines, and cir- 
cles) of the observed objects are commonly used to 
relate the difference between images to the difference 
of robot-arm position from the goal[l][2]. 

In this paper, we deal with more complex situ- 
ation; for a given goal image, our objective is to 
move a robot-arm mounting a camera to the posi- 
tion where a given goal image was taken and, at 
the same time, to move some target objects to the 
same positions as they were in the goal image. Their 
motions are determined to reduce the difference be- 
tween the goal image and the current image taken by 
the camera step by step, and to let both the camera 
on the robot-arm and the target objects reach their 
respective goal positions. 
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A typical example is the case where a target ob- 
ject is picked up by a robot-arm and moved to a cer- 
tain position, and its motion control is carried out 
based on the image taken by the camera mounted 
on another mobile robot-arm. For this purpose, also 
the camera position should be controlled to get a 
good observation (Figure 1). 
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Figure 1: The target object is moved to a certain 
position and, at the same time, the camera is moved 
to get a good observation. 

In these situation, it is not enough to observe 
some fixed objects by the camera. Moreover, what 
kind of image information must be utilized is not 
clear. It is desired to use image features which lin- 
early depend on the motions of the robot-arm and 
target objects. An image composed of N pixels 
is represented as a point in N dimensional space. 
Though the number of pixels (= N) is usually very 
large, images obtained in a scene distributes within 
a small sub-space of the space. This sub-space is effi- 
ciently arranged by the "eigen-space method" which 
is often used in object recognition[3]. An image is 
represented as a linear combination of small number 
of "eigen images". They are given as eigen vectors 
of the covariance matrix of sample images. The sub- 
space spanned by the eigen images is called "eigen- 
space". The coefficients of the linear combination 



(we call coefficient vector) can be interpreted as a 
compact representation of the image, and we use it 
to estimate the difference of the positions to their 
goal from images. 

The relation between the coefficient vector and 
the positions of the robot-arm and the target ob- 
jects is not clear when the eigen space is spanned 
by the eigen vectors, because the eigen vectors are 
obtained without the knowledge where the sample 
images are taken. To establish simple and clear re- 
lation between the coefficient vectors and the posi- 
tions of the robot-arm and target objects, we rear- 
range the eigen space so that the coefficient vector 
linearly depends on the change of the robot-arm and 
target object positions. 

In section 2, we describe how to arrange the eigen- 
space. The control scheme using the obtained eigen- 
space is described in section 3. Several experiments 
using real robots and images are shown in section 4. 
And we conclude our proposition in section 5. 

2 Arrangement of the eigen-space 

This section describes how to obtain a coefficient 
vector of the image which linearly depends on the 
change of the robot-arm and target object positions. 
To accomplish this, first, we apply the eigen space 
method for sample images taken in our situation to 
obtain the coefficient vector of the image. This oper- 
ation intends to  reduce the dimensions of the image. 
Next, we rearrange the sub-space of the eigen space 
so that the rearranged coefficient vector will linearly 
depend on the change of the robot-arm and target 
object positions. 

As the result of those operations, rearranged coef- 
ficient vectors form a almost flat surface with respect 
to the robot-arm and the target object positions in 
their product space. We determine the path to lead 
to the goal on the surface (Figure2). 

We describe the algorithm to arrange the eigen 
space and rearrange the sub-space of the eigen space 
in the following subsections. 

a : coefficient 

Figure 2: We determine the path to lead to the 
goal on the surface in the product space of the co- 
efficient vector and the robot-arm and target object 
posit ions. 

2.1 Eigen-space met hod 

First, we take a number (= K) of sample im- 
ages near the goal positions by shifting the camera 
and target objects. Each image is represented as N 
dimensional vector I j ( l  5 j 5 K) composed of N 

pixel values. We assume here that their mean equals 
to zero for simplicity. 

We define the image matrix P  as 

Then, the covariance matrix Q of sample images 
is given as 

1 
Q = - p p T .  

K (2) 

We obtain eigen vectors ei (1 5 i 5 M) of the 
matrix Q for its M largest eigen values as 

Those eigen vectors are called "eigen images", 
and the space spanned by those eigen images is 
called eigen space. Then, an given image I is well 
represented as a linear combination of those eigen 
images as 

M 

Those eigen images are the best set of M or- 
thonormal basis which minimize the mean square 

K error(+ C,=, (IIj - 1~11~) for the given image set. 
Each coefficient ai for an image I is obtained by 

inner product of the image and the corresponding 
eigen image as 

T ai = ei I. ( 6 )  

We call the M dimensional vector composed of 
those coefficients "coefficient vector" which is given 
as 

a = (al, a ' '  ,aM)T = E ~ I  (7) 
where 

E =  [e l ,e2 , . . . , eM] . (8) 

2.2 Rearranging the eigen space 

Now, we have obtained the eigen images to form 
a compact representation of the image as the co- 
efficient vector. The next step is to rearrange the 
eigen images so that each component of the coeffi- 
cient vector will linearly depend on the change of 
the robot-arm and target object positions. 

Let us denote the robot-arm and target object 
positions with a vector w. Then, possible combi- 
nations of ai and w form a surface in ai-w space. 
Denoting its surface normal vector with a i l  L ~ ( =  
[II, .. , lMIT) is interpreted as so-called the interac- 
tion matrix[l]. 

When each surfaces is a flat plane, the interac- 
tion matrix becomes constant, and using the pseude 
inverse of this matrix, we estimate the positions rel- 
ative to their goal by the difference between the goal 
image and the image taken at current robot-arm and 
target object positions (Figure3). 

To achieve this strategy, we determine rearranged 
eigen images {+1,+2, - . , ~ J s )  (S 5 .v, ll+i1I2 = 1) 
so that the rearranged coefficient vector a' is well 



So we take a ratio of the minimum value and the 
variance as 

Figure 3: The normal vector of the surface in ai- 
w space is interpreted as the column vector of the 
interaction matrix. 

approximated by linear form of the robot-arm and 
target object positions weighted with the interaction 
matrix LT. The rearranged coefficient vector for the 
image Ii is obtained as 

If such the rearranged eigen images and the in- 
teraction matrix are obtained, we well approximate 
the coefficient vector as 

..I 
ai = LT(w, - wG) + a&. 

(G : goal) 

They are obtained recursively. We determine 
and ll at first, then determine 42 and 12, and so on. 

We represent the rearranged eigen image as a 
linear combination of the original eigen images ob- 
tained in section 2.1. To compose dl as a linear com- 
bination of {el, . . a , eM), let us denote the weighting 
coefficients with M dimensional vector d l ,  

Then, the mean square approximation error for 
the first component of the coefficient vector is given 
as 

1 
Err = -1IP - & I 2  

K ( 12) 

where 
P = yT41 (13) 

/3 = wTll (14) 

Y = [ I ~ - I G , I ~ - I G , . . . , I K - I G ]  (15) 

W = [wl - WG, W2 - WG, ' ' .  , W K  - W G ]  (16) 
This error(l2) is minimized when 

Then, its minimum value is 

While this minimum value must be small, the 
variance of the coefficient must be sufficiently large. 

where 
A = diag(Xl,Xz, . . . ,X~).  (20) 

and determine dl to minimize this ratio. Such the 
vector dl is obtained as the eigen vector which cor- 
responds to the smallest eigen value of the matrix 

Substituting the obtained dl  into (11) and (17), 
we obtain the first rearranged eigen image and 
the first column ll of the interaction matrix. Second 
rearranged eigen images are obtained by determin- 
ing d2 which minimizes (19) in condition that it is 
orthogonal to dl .  Repeating these process, we com- 
pose the rearranged eigen images {41,42,. e . , 4 s )  
and obtain the interaction matrix as 

The space spanned by the rearranged eigen im- 
ages becomes the sub-space of the original eigen 
space. 

3 Control Scheme 
We use a simple feedback algorithm to move a 

robot-arm and target objects step by step to their 
goal positions, which is so-called "Look and Move" 
strategy. When the goal image and its coefficient 
vector atG are given, we start next processes and 
repeat until the same image as the given goal image 
is obtained. 

1. Take an image I at a current positions of the 
robot-arm and the target object. 

2. Obtain the coefficient vector a' of the image, 
a' = E ~ I  

3. Estimate the difference of the robot-arm and 
target object positions to their goal positions, 

( L ~ +  : Pseudo inverse of the interaction matrix) 

4. Move by small amounts kAw toward the esti- 
mated goal positions. 

5. If the amount of motions is sufficiently small, 
the control finishes. Otherwise, go to 1 and re- 
peat these steps. 

4 Experiments 
This section shows some experimental results. A 

robot-arm mounting a camera moved in a scene 
where a target object (grasped by another robot- 
arm) was also moving. Other objects in the scene 
were static. 



The robot-arm mounting the camera and the tar- 
get object were moved to the same positions where 
the given goal image had been taken, and where the 
target object had been in the goal image. In the 
experiments shown here, we took 61 images at dif- 
ferent camera positions with the same target object 
position, and 60 images at the different target ob- 
ject positions with the same camera position. From 
these images, we obtained 20 eigen images. Then, we 
used them to obtain 8 rearranged eigen images. The 
goal image and rearranged eigen images are shown 
in Figure 4. 

Figure 5 shows the relation between the coeffi- 
cient vector and the robot-arm and target object 
positions. Two components of the rearranged coeffi- 
cient vector are plotted with respect to two coordi- 
nates of the robot-arm and target object positions. 
This figure shows those relations form almost flat 
surfaces. 

Using these rearranged eigen images and the in- 
teraction matrix, we controlled the robot-arm and 
target object motions with the algorithm described 
in section 3. Their motions were converged to the 
goal from wide range of initial positions. Figure 6 
shows the trajectories of the robot-arm and the tar- 
get object starting at several initial positions. 
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(a) Trajectories of the robot- 
arm motion. 

(b) Trajectories of the target 
object motion. 
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Figure 6: Experimental results starting at several 
initial positions. (c) -- (f) are the images taken at 
the initial positions. 

5 Conclusion 
We have proposed a method which controls a 

robot-arm mounting a camera and, at the same time, 
objects motions in the scene. We achieve, by a sin- 
gle camera, to control of its self-motion and target 
object motion observed by the camera. Our method 

4'6 0 7  4'8 
need not employ complex geometrical relations be- 

$ 5  tween the robot-arm and objects in the scene. So. 

(b) 
more complex situation, for example, with multiple 
target objects, can be treated as the same manner. 

~i~~~~ 4: (a) ~~~l image. (b) ~~~~~~~~~d eigen The case where there are two moving objects in the 
images scene has already examined with good results. We 

are going to examine with multiple cameras as a fur- 
ther work. 
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