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Abstract 

A proposed method extracts moving objects from 
MPEG bit stream directlv. i.e. without video de- " ,  

coding process. Along with rapid progress of mul- 
timedia technology, motion picture is increasingly 
handled on computer these days. Accordingly the 
MPEG format becomes a worldwide standard, and is 
accepted in many fields, namely broadcasting, com- 
munication, networking and archiving. At the same 
time, it's so important how to  extract the "contents" 
of a picture, in those fields. Moving objects detec- 
tion is an important in image contents analysis. We 
present the proposal for motion analysis by directly 
manipulating MPEG bit stream. Our method is ef- 
ficiency and feasibility for many applications such as 
video surveillance. ITS. video indexing etc. In this - 
paper, we experiment with method: detection and 
matching for target. 

1 Introduction 

A motion analysis method based on direct manip- 
ulation of MPEG bit stream is proposed in this pa- 
per. Along with rapid progress of multimedia tech- 
nology, motion picture is increasingly handled on 
computer these days. MPEG came into wide use as 
a standard for video data  compression. And MPEG 
date is accepted in many fields, namely broadcast, 
communication, networking and archiving. At the 
same time, it's so important how to extract the "con- 
tents" of a picture, in those fields. Motion analysis 
plays an important role in many areas such as re- 
mote surveillance, video indexing, and so on[l]. In 
vided indexing, cut detction and text regions detec- 
tion is used to  handle video efficiently[6],[7]. In re- 
mote surveillance, moving object detection is necce- 
sa.ry for tracking[3]. 

Traditionaly, detection moving object is usually 
accepted by Optical Flow, to pixel information in 
frame[4]. 

As above, MPEG data is utilized in various 
case. We aim a.t two characteristic MPEG encoding 
method, i.e. Motion Compensation (MC) and DCT. 
Those appear the direct infcrmation of motion and 
texture. 

We propose a method based on direct manupula- 
tion from MPEG bit stream, i.e. MC and DCT,to 
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detection of moving objects. Our method is effecient 
and feastibillity without video decoding process. It's 
suitable to be imperimented on such a simple ma- 
chine as PCs. 

In the following sections, we explain the method 
for detection of moving objects, and the experimen- 
tal results with some video sequences. 

2 Detction moving object 

MPEG exploits the both temporal and space re- 
dundancies, intrinsic to moving picture. As for the 
temporal redundancy, the scheme called MC based 
on block matching algorithm is employed. The 
motion vectors (MV) are calculated for each MB 
(Macro Block consisted of two by two blocks, i.e. 
16 by 16 pixels). The MPEG motion picture has 
3 types of frames by MC. Frame I is intra encoded 
frame. Frame P is Predictive frame. And frame B is 
Bidirectionally predictive Frame. There are MV in 
P and B frame. On the other hands, DCT cofficients 
appear the information of texture and color in block, 
consitsted of 8 by 8 pixels. Fig.1 shows MPEG data 
construction. 

The proposed method forms an initial target re- 
gion by extracting and grouping the MVs included 
in a MPEG bit stream. Though the motion vec- 
tors are not calculated to  every block in MPEG, it 
works well as the segmentation method for a tar- 
get tracking. As for a tracking, a correspondence of 
each target between frames are determined by their 
texture estimated from DCT coefficients that also 
extracted directly from MPEG code. 

2.1 Initial segmentation 

It's well known that a static region tend to  pro- 
duce the random MVs in MPEG, whose magnitudes 
are relatively small. So, elimination of noisy MVs is 
done firstly. Among the rest, the grouping is done 
using the MV's similarity. The criteria employed 
here is based on the similarity of the MV's magni- 
tude and direction. 

Step.1 : When Motion Vector means (MV1 5 1, 
those are noise or background, removing from 
moving region 

Step.2 : Calculaing x,y angle from MV 
eqnation(1) 
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Figure 1: MPEG data constraction 

Figure 2: tracking flowchart 
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Step.3 : Comparing direction (from Step.2) 
within around 3 MB adress, we determine sim- 
ilar direction as same label. (fig3) 
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Figure 3: labeling with angle 

Step.4: In case of number of MV ,i.e. same la- 
bel, within 3, determine those as noise(or back- 
ground). 

2.2 Motion estimation (tracking) 

The tracking between adjacent frames is done a t  
this stage. Each target region, a grouped MBs in 
Step 1, has it's own averaged MV. Correspondences 
are determined using the similarity of these averaged 
MV of each target region. If no appropriate region 
is found, the correspondence is suspended and the 
target is marked for later process. 

2.3 Matching of suspended target 

There is some reason why the tracking is sus- 
pended, namely occlusion, appearant or physical col- 
lision etc. The effort is made for some period to re- 
cover the tracking using DCT coefficients included 
in MPEG stream . The normalized distance pre- 
defined in the principal component space formed by 
available DCT coefficients, is used to matching of 
suspended target. 

2.4 Compcriug DCT coffcients 

After suspended target divide into same number 
of targets again, we comper DCT cofficients from 
both previons and after target MBs. IIowever DCT 
cofficients of P picture is differencial value from pre- 
viol~s P or i picture cofEcients, the way to adding 
difference intra cofiicients resolve this problem. 
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hands, the case of estmating moving 
object from MB mean almost edge area, in the inside 
of those area no cofficients. It  is difficalt to match- 1 

and expansion to MV adress, it is able to complete ' 
inside of tareet. However these Droses cause mov- 

10 luminance stindard deviation, and 10 chronok- 
inance). R.edusing dimesion of DCT cofficients is 
easy to  make cluster. 

2.5 Matching of moving object by using 
DCT cofficients 

Comparing cluster between previous and current 
DCT cofficients, We calculate percetntage of clus- Figure 4: Tracking results (Peds. Passed each other) 
ters, and we calculate difference percentage between 
previous and current. In case of the small difference, 
we iudge that there are same object. On the other " - 
hands, in case of large difference, we consider those 
as new object. 

3 Experiments + 
We experimented with some MPEG data to con- 

firm the effctiveness of our method. We use MPEG2 
encorded picture by MP@ML format. GOP is con- 
stract five frames, in this case No B frame(name1y /Lf+d -v'w I,P,P,P,P). In any case, there is no camera mo- 
tion(e.g. the egomotion). 

3.1 Tracking pedestrains 

Fig.4 shows a tracking results for pedestrians 
passed each other. Each target is tracked correctly 
shown a t  the left row. The right hand pedestrian 
moving toward left side, passed behind the trunk of 
a tree in a beginning of the sequence and the track- 
ing is also succeeded. 

Fig.5 shows the sequence is changeable brightness 
between righet side and left. The left side is brighter 
than the left. And pededstrians pass each other. In 
this case, tracking is also succeeded. 

Figure 5: Tracking results (Blightness change 



3.2 Tracking Vehicles 

Fig.6 shows another result applied to vehicles on 
a run. In a jammed traffic scene, vehicles are often 
occluded each other. Accurate vehicle tracking is 
very helpful a t  ITS, as for early detection of an acci- 
dent or AVI (Automatic Vehicle Identification) sys- 
tem. Though some improvements must be consid- 
ered, the proposed method has potential profitabil- 
ity to ITS environment, that MPEG is launched to 
remote surveillance. 

Figure 6: Tracking results (Vehicles) 

4 Conclusion 

our method also is not suited to egomotion, in case 
of video indexing. The images exploited as video in- 
dexing, consist not only fixed egomotion, but chage- 
able. 

After this, we will cope with these problems as 
processing in real time and detecting moving objects 
with egomotion. 
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In this paper, we propose method detects moving 
objects from MPEG bit streem directly. Our ap- 
proach, using MV and DCT, is effective to match 
tracking target without video decoding process. 
However, reducing dimension costs much time, diff- 
icnlutly to  use in case of Remote surveillance. And 




