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Abstract 

A novel structured light method is described. The 
projection patterns are automatically adapted to the 
characteristics of the scene as part  of the acquisition 
process, thus maximizing performance and minimiz- 
ing the number of projection patterns. Color is used 
for light plane labeling. This allows to increase the 
dimension of the code space, hence the noise mar- 
gins, without increasing the number of projection 
patterns and the acquisition period. Unlike previ- 
ous color structured light techniques, few assump- 
tions on smoothness and color neutrality of the scene 
are necessary and there are no compromises with re- 
spect tjo the spatial resolution and the immunity to 
noise. The theoretical results are supported by ex- 
periments. A significant reduction in the number of 
patkerns with respect to the Gray code scheme is ob- 
tained. 

1 Introduction 

A triangulation-based structured light system [l] 
is similar to a passive stereo vision system with one 
of the cameras replaced by a projector. Suppose that 
a light source projects a plane of light, that creates a 
narrow stripe on the scene. Since the intersection of a 
known illumination plane and a line of sight uniquely 
det,ermines a point, the 3-D location of all points 
along the stripe that are visible by the camera can be 
simllltaneously obtained. For dense reconstruction 
the scene must be scanned by the plane of light. In 
order to speed up the range sensing process, many 
light planes can be projected simultaneously. Then, 
however, the light planes have to be identified in the 
image. 

High reliability identification of light planes with 
minimal assumptions on the nature of the scene can 
be achieved by sequentially projecting several pat- 
terns. Gray code can be used to label the light 
planes [7], where each illumination pattern repres- 
ents one of the bit planes of the Gray code labels. 
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The scene must remain static during the acquisition 
period, which is essentially proportional to the num- 
ber of projection patterns used. Optimal design of 
projection patterns has been considered in [ 5 ] .  

Suppose that a unique color is given to each light 
plane. Had it been possible to reliably identify 
the projected colors in the image of the illuminated 
scene, range imaging using a single projection pat- 
tern would have been accomplished. However, un- 
less the color of a given light plane is monochro- 
matic, the spectral composition of the reflected light 
will depend on the color of the scene as well as on 
the projected color. Identification of the projected 
color will then be possible only if the scene is white 
or if its spectral response is spatially uniform and 
well known in advance. These are severely limiting 
assumptions. 

In the rainbow range-finder [8] a bundle of mono- 
chromatic light planes is generated by dispersing a 
white illumination source. The wavelength of light 
reflected from the scene is then identical t,o that of 
the illuminating light, plane. In principle, by using 
a color camera, the reflected colors (:an be idrnti- 
fied and triangulation can be carried out. In prac- 
tice, since the change of wavelength in the light plane 
bundle is gradual, the estimate of light plane position 
is sensitive to noise. 

Boyer and Kak [2] assumed that the color of the 
scene is neutral and suggested to use spatial color 
sequences, i.e. blocks of colored light planes, to en- 
code spatial position. This reduces the spatial res- 
olution and requires assumptions on the smoothness 
of the scene. Improvements in that approach have 
been proposed by Hiigli and ~ a i t r e  [6]. 

In this paper we suggest a new approach to the 
use of color in structured light. We show that the 
color of an impinging light plane can be identified 
from the image of the illuminated scene. This can 
be accomplished even if the scene is colorful, so the 
assumption on color neutrality of the scene can be 
relaxed. The identification is local and does not 
rely on spatial sequences, hence powerful smooth- 
ness assumptions are not needed. No compromises 
are made with respect to the spatial resolution and 
the immunity to noise. This is achieved by utiliz- 



ing the color characteristics of the projector and the 
camera, by projecting more than one pattern and 
by adapting the patterns to the lightness and color 
of the scene. A significant reduction in the number 
of required projection patterns with respect to the 
Gray code method is obtained. Further theoretical 
and experimental details, that are beyond the scope 
of this paper, can be found in [3]. 

2 Principle of Operation 

The suggested structured light system relies on 
a computer controlled color video projector and a 
color camera. Suppose that a point in the scene is 
illuminated by a light plane. Let c'denote the RGB 
instruction triplet given to the graphics adapter for 
setting the color of that plane. Let the vector 6 de- 
note the triplet of RGB camera readings at the cor- 
respondins pixel in the image. We model the relation 
between C and c' as follows: 

where A is a matrix that depends on the response of 
the color filters in the camera and the projector, K 
is a diagonal matrix whose components kR, kG and 
kg are proportional to the reflectivi5y of the scene 
point within the three color bands, P is a triplet of 
nonlinear monotonic transformations from graphics 
adapter instructions to projected intensities and 6, 
represents the triplet of RGB camera reading under 
the ambient light only. The matrix A ,  the trans- 
formation F and its inverse F-' can be obtained in 
advance by colorimetric calibration. 

In our system, color coding of light planes (with 
time multiplexing of projection patterns) consists of 
the following layers. Code alphabet: Each code 
letter corresponds to one of the primary colors. Let 
nR, nG, ng  denote the number of brightness levels 
used in the red, green and blue channels respect- 
ively. Then each code letter is an integer in the range 
O...nR - 1 or O...nG - 1 or O...nB - 1 according to its 
color. Three different alphabets are thus used, one 
for each primary color. Symbol: A triplet of letters, 
one from each primary color. A symbol corresponds 
to the color of a specific light plane in a certain il- 
lumination pattern. Code word: Each light plane 
is generally represented by a code word that is a 
combination of symbols. When using M color illu- 
mination patterns, the code word is M symbols long 
(3  . M letters). Projection patterns: A single pro- 
jection pattern carries a symbol for each light plane. 
The set of projection patterns carries the complete 
code word for each light plane. 

In the beginning of a range imaging session, the 
user sets two of the following three parameters: 

The number of light planes L 

The number of projection patterns M 

A noise immunity parameter a 

From this point on, the following procedure is auto- 
matically carried out: 

1. A reference image is taken under the ambient 
light only. The camera readings 6, in all pixels 
are recorded. 

2. A second reference image is taken under uni- 
form white illumination, i.e., with c' = & = 
[255,255, 255IT for all light planes. The camera - 
readings C, in all pixels are recorded. 

3. Black and shadow regions are identified by 
thresholding and dilation. They are marked and 
excluded from further consideration. 

4. For each pixel, the matrix K is - computed -. by 
solving Eq. 1 with Z =  c', and C = C,. 

5. The lowest combinations of Rw - Ro, Gw - Go 
and B, - Bo outside the black and shadow re- 
gions are found and the respective values of kR, 
kc and kg are stored. Among the parameters 
L, M and a, the one that was not set by the 
user is now automatically adapted. The camera 
color space is sampled on a rectangular lattice 
with intervals that depend on kR, kG, kg and a .  
The sampling points are transformed to projec- 
tion instruction triplets. Code words are built 
according to the generalized Gray code [4]. 

6. M patterns are projected and M images are ac- 
quired. 

7. For each pixel in each of the M images, c' is 
obtained by solving Eq. 1. (At this stage the 
diagonal matrix K is known for every pixel). 

8. For each pixel, the code word nearest to the M c' 
vectors is determined. It corresponds to a light 
plane. 

9. The 3-D location of the scene point that corres- 
ponds to each pixel is obtained by triangulation 
between the light plane and the line of sight. 

Currently, the whole procedure takes about 30 
seconds that are spent mostly on hard disk access. 
Once this is eliminated, computing time will be re- 
duced to a few seconds. With hardware accelera- 
tion, acquisition time approaching the limiting value 
of M/R  can be achieved, where R denotes the frame 
rate. 



Figure 1: An image of a ball, taken under uniform 
white illumination. 

3 Experiment 

The projector in our experimental system is an 
Epson EMP-3000 video & data color VGA projector 
designed for presentations, capable of projecting up 
to 640 distinct light planes. In the projector, a source 
of white light is split by dichroic mirrors into three 
beams, red green and blue. Each beam is modulated 
by a liquid crystal spatial light modulator. The three 
beams are then combined by means of a beam com- 
biner and projected through a common lens. The 
camera is a Sony XC-003P 3-CCD 768 x 576 analog 
color camera. 

The geometric calibration of the system fol- 
lows [9]. The typical distances of the camera and the 
projector from the scene are 1.5m and 1.0m respect- 
ively. The optical axes of the camera and the pro- 
jector roughly intersect in the workspace, creating an 
angle of about, 20". Due to pixelization in the pro- 
jector and in the camera, in our setup the standard 
deviation of the depth error cannot be smaller than 
about 0.5mm. Ret,t,er accuracy could be achieved by 
using higher resolution projector and camera. 

Fig. 1 is an image of a green, textured plastic 
ball, taken under uniform white illumination. The 
diameter of the ball is 18cm. It is positioned at a 
distance of about 1.5m from the camera. 

Range imaging was carried out in the following 
conditions: 

1. Adaptive color coding with L = 640 light planes 
and a noise immunity factor of cr = 6. The 
number of projection patterns was automatically 
set to M = 5, with two levels in green and blue 
and none in red. 

2. Black & white Gray coding with M = 10 illu- 
mination patterns. 

Figure 2: Top: Equal height contours representing 
the reconstruction of the ball using 5 color projection 
patterns. Bottom: Equal height cont.ours represent- 
ing the reconstruction of the ball using 10 black & 
white Gray code projection patterns. 

Fig. 2 shows equal height contours representing 
the range data obtained with color coding (top) and 
with black & white Gray coding (bottom). In the re- 
construction based on the five color patterns, there 
are two small patches on the surfact: of the ball in 
which the system provides an error indication and 
no depth data is available. One is a very dark spot 
on the right side of the scene that is considered to 
be black hence excluded from processing. The other 
is the point of specular reflection in which the cam- 
era is saturated. Both problems can be alleviated by 
employing a camera with a higher dynamic range. 
In the ten pattern black & white Gray code recon- 
struction, valid depth data is obtained in the dark 
spot, but there are some difficulties in the specular 
patch. Spherical surfaces were fitted to the two re- 
constructions of the ball. The standard deviation in 
both cases was about 0.9mm. 



4 Conclusions 

We presented a structured light method that 
reaches the accuracy and robustness of the Gray code 
technique [7] while using fewer projection patterns. 
The time interval during which the scene must re- 
main static can therefore be reduced, thus widen- 
ing the range of potential applications. This is ac- 
complished by two new aspects of the suggested ap- 
proach. 

One is a new approach for the use of color in 
structured light. I t  has been previously believed 
that color neutrality of the scene is a prerequisite 
for successful color labeling of light planes. We have 
shown that even with colorful scenes, by using ref- 
erence images, the color of an impinging light plane 
can be identified from the image of the illuminated 
scene. Identification is carried out in each pixel sep- 
arately and does not rely on information from neigh- 
bors, hence powerful smoothness assumptions are 
not needed and the spatial resolution is not com- 
promised. 

The other new aspect is the online adaptation of 
the number and form of the projection patterns to 
the scene, as part of the acquisition process. Since 
the signal to noise ratio in each color channel even- 
tually depends on the reflection from the scene in 
that band, adaptation eliminates the need for waste- 
ful worst case design of the set of projection pat- 
terns. Instead, noise margins are matched to the 
actual noise levels, thus keeping the number of pro- 
jection patterns a t  the necessary minimum. With 
darker scenes, the adapted projected patterns con- 
verge to the standard Gray code method. 

The fundamental assumption in structured light 
methods that are based on intensity ratios is linear 
dependence of the intensity of light reflected from a 
point in the scene on the intensity of the light plane 
projected onto that point. Violations of this assump- 
tion, e.g., due to mutual illumination or fluorescence, 
can lead to errors. In our method, as long as these 
effects are small, they can be absorbed in the noise 
margins. Beyond a certain level, performance will 
deteriorate. 
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