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Abstract 

This paper proposes an automatic method for 
reconstructing a realistic 3D facial image from 
C T  (computer tomography) and three color pho- 
tographs: front, left and right views, which can be 
linked easily with the underlying bone and soft tissue 
models. This work is done as a part of surgery simu- 
lation. The  3D facial surface derived from C T  by the 
m,arching cubes algorithm is obviously colorless. Our 
task is t o  add the color texture of the same patient 
actually taken with a digital camera to the colorless 
3D surface. To  do this it needs an accurate regis- 
tration between the 3D facial image and the color 
ph~ t~ograph .  Our  approach is to  set up a virtual 
camera around the 3D facial surface to register the 
virtual camera images with the corresponding color 
photographs by automatically adjusting seven pa- 
rameters of the virtual camera. The camera param- 
eters consists of three rotations, three translations 
and one scale factor. The  registration algorithm has 
been developed based upon Besl and McKay's iter- 
ative closest point ( ICP)  algorithm. Successful ex- 
periments on three persons have been carried out.  

1 Introduction 

The  task of accurately modeling the expressive 
human face by computer remains a major challenge. 
A n  important problem is the creation of a 3D fa- 
cial model of a specific person. Current technology 
allows rrs to  generate a precise 3D shape of an ob- 
ject easily by using a 3D shape acquisition system 
such as a Cyherware Color I)igitizerTM. However 
the model ot)t,ained from this system consists of only 
the outer shape, which is not sufficient for generat- 
ing human animation. For example, the animation 
of a face, changing its expression requires a model 
that  includes shape da ta  for underlying bone and 
soft tissues in addition to  the shape data  for the face 
surface. The  model must contain structure data  for 
cont,rolling eye direction, eyelid opening, jaw rota- 
tion, mouth shape and so on[3]. 

We propose an  automatic method for creating a 
realist,ic 3D colored human face of a specific person 
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tha t  can be easily linked with the underlying bone 
shape data  and soft tissues. The  problem we address 
in the paper is how to  map the  color photographs 
onto the 3D face surface as accurately as possible. 
Our basic idea for mapping is to  set up a virtual 
camera around the 3D face surface and to find three 
sets of camera parameters for the three photographs 
so that  for each color photograph t h ~ ,  corresponding 
perspective image on the virtual camera looks the 
same. 

In our previous work[l] we carried out the same 
objective by performing the registration task based 
on some manually selected (semi-aut.omat,ically) fa- 
cial land mark points. The  relative t.ransforma- 
tions between the  point sets with known correspon- 
dence were calculated automatically by using Sim- 
plex Method. 

Initially we tried to  automate our previous work 
by making the landmark selection process auto- 
matic. However we found that  some landmarks like 
eye-mid and mouth-top point in the color photo- 
graph were very difficult t o  identify automatically. 
Instead we came to a conclusion that  the line fea- 
tures such as external contours and internal contours 
like eyes, nose, mouth and ears from b0t.h the 3D im- 
age and color photographs have better utilization for 
matching. 

2 Registration Algorithm 

The  basic problem of our registration algorithm 
is to  match two face pictures shown in Fig.1 by 
adjusting the direction, position and magnification 
of the virtual camera which is set in front of the 
3D face in Fig.l(a) .  3D face surface has been re- 
constructed from the C T  slices using the Volume- 
Preserving Marching Cubes Algorithm[5]. In this 
paper we decided to  utilize edges which can be de- 
tected automatically. Typical examples of edges are 
outlines of the face against the background and in- 
ternal edges from the eyes, mouth,  ears and nose. 

We used color photographs with approximately 
known lighting conditions also we know the approx- 
imate orientation of the 3D face surface data.  We 
made the following note-worthy features: 

(1) The  perspective image of the  31) C T  face sur- 
face and the corresponding photographic image 



(a) 2L) 1'r.rsy)c~ctive of . \ I >  (b) I'llotograph 

Figure 1: 2D and 3D front Face 

should looks similar if the virtual camera pa- 
rameters and lighting conditions are approxi- 
mately equal to  that of original photograph. 

(2) The edge shapes from both the images should 
also looks similar if same edge detector is ap- 
plied on both the images. 

2.1 Edge Based Registration 

Edge-based registration involves the determina- 
tion of corresponding edges in different images and 
estimation of relative transformations using these 
corresponding edges. The main difference between 
previous point-based registration and this edge- 
based registration algorithm is in the availability of 
point correspondence information. 

Let 3D edge shape consists of a points set P 
and the 2D edge shape consists of X ,  where there is 
no correspondence between them. The general ap- 
proach t o  search iteratively for the rigid-b6dy trans- 
formation T' that  minimizes the cost function[6] 

where Np is the number of points in P, TI = QT, r 
is 3D transformation function, Q is the perspective 
projection function and 

point sets and line segment sets. Almost all cases are 
handled by first assigning one shape to  be the "data" 
shape and the other shape to  be the "model" shape. 
The data  shape must decomposed into a point set (if 
it is not already in point set form). Then the data 
shape is registered to the model shape by iteratively 
finding model points closest to  the data points. The 
technique has been noted by several workers in the 
medical image registration field[6], and recently im- 
plemented for image-to-physical space registration. 

2.3 Point to Line-segment Distance 

In this subsection, the method for computing the 
closest point to  a given point on the point set or line- 
segment set is described. Additional information is 
found in[2]. 

The  Euclidean distance 6(51,&ci) between the . - .  -, 
two 2D points Z1 = ( u l , v l )  and Z2 = (u2,v2) is 
a(.;,z2) = l1zl - z211 = J(u2 - u112 + (v2 - v1')2. 
Let x be a 2D points set with N ,  points denoted - - 
by 5i: ,y = ( 6 )  for i = 1, ...... N,.  The distance 
between the projected 3D point p'and the line seg- 
ments set x is 

6(p',x) = min 6(p',Z,) 
;€{I ,...., N a }  (3) 

The closest point Z, of x satisfy the equality 
6(F, z j )  = 6(F, x). 

Figure 2: Distance between a point and line-segment 
on 2D pixel-array 

X j  = %[T1(pj ) 1 XI (2) Let e be the line segment connecting the two 
points ZI and Z2 (Fig. 3). The  distance between 

where x j  is a point in the 2D edge shape x "cor- the point p'and the line segment e is 
responding" to the 3D point pi and 92 is a "cor- 
respondence" function. The point set P and the 6(?,!) = o ~ t i z l  l l t i i  + (1 -t)h - GI1 
corresponding points set X E x have been called 

(4) 

respectively the "hat" and LLhead" or "data" shape L~~ L be the set of N~ line-segments denoted by ei, 
and "model') shape. and let L = {ti) for i = 1, ...., N!.  The distance 

between the point p'and the line-segment set L is 
2.2 Besl and McKay's ICP Registration 

Algorithm 6(p', L) = min 6(p',e,) 
i€{l ,  ..., N t }  

(5) 

Best and McKay[2] presented a general purpose, The closest point Z, on the line segment L satisfies 
representation independent, shape-based registra- the equality 6(p', Z) = 6(p', L). 
tion technique which they call the "iteration clos- The method of computing the closest point from 
est point" (ICP) algorithm. This method can be a given point to  the edge shape consisting points 
used with a variety of geometric primitives including set or line segments set have been outlined. The 



3D transformation and projection function have al- 
ready been outlined in our previous work[l], where 
the parameters are three rotations R,, R, and R,, 
three translations T,, Ty and d (camera distance or 
T,) and the last parameter is scaling factor 1, which 
is the position of the projection plane. 

In the description of the algorithm, a 3D edge 
points set P is moved (registered, positioned called 
"data" shape) to  be the best matched with a 2D line 
segments set L (called "model"shape). 

To guarantee the global minimum for our edge- 
based matching, the proposed algorithm will per- 
form two stage registration. In the first stage regis- 
tration, called coarse registration, we have assumed 
only four parameters as variables, they are: one rota- 
tion (R,), two translations (T, and Ty) and scaling 
factor I .  In the second stage, called fine registra- 
tion, all the seven unknown parameters have been 
assumed as variables. In each stage at-least four ini- 
tial states have been assumed. The selection of ini- 
tial states or starting points are based on the general 
rule of thumb comes from the from the matching re- - 
sults of many faces. This technique may not applied 
for any kind of shape matching but almost accurate 
convergence is guaranteed for 3D to  2D edge match- 
ing in the projected space. The convergence towards 
global minimum also partially depends on the edge 
similarity between the two edges. 

Each ;teration loop of theproposed registration 
algorithm can be stated as: 

(1) Extract edge from the perspective image 
of 3D face using initial camera parameters; 

(2) back-project the edge on the 3D face t o  ext- 
ract 3D edge; 

(3) For each 3D edge-point in projected plane, 
compute the corresponding point (closest 
point) in the 2D photographic edge; 

(4) Compute camera parameters by minimizing 
errors between two points sets in (3); 

(5) If the error is less than a predefined value 
then exit; 

(6) Else update camera parameters; 
(7)  If change in any of the rotation angle is 

more 5 deg. then goto ( I ) ,  Else goto (3); 

2.4 Edge Detection 

The  edge quality should be one-pixel thick with 
better localization accuracy for the proposed edge- 
based matching. 

2.4.1 2D Edge Detection 

Color photographic image has been separated into 
three primary color filtered images. Simple inten- 
sity gradient edge detector has been applied on each 
filtered image separately. Percentage histogram for 
edge thresholding has been selected assuming ap- 
proximately same lighting conditions for all pho- 
tographs. Edge-direction based edge thinning have 

been utilized. Finally edges obtained from three dif- 
ferent primary color images have been OR'ed. Nec- 
essary image enhancement, background separation 
and smoothing operations were performed as pre- 
processing. Edges obtained in this way had a good 
localization accuracy. 

2.4.2 3D Edge Detection 

One of the requirements for the proposed edge based 
matching is edge similarity. The better edge simi- 
larity, the better matching accuracy. Keeping this 
in mind 3D edge detection algorithm has been de- 
veloped. The steps for 3D edge detector are; 

(1) The same edge detector have been applied on 
both the perspective image of 3D face and cor- 
responding color photograph. 

(2) Obtained perspective edge shape was back- 
projected on the 3D face surface to  select the 
edge vertices from the visible surface. 

Eye, nose and mouth edges from the front face 
were detected using the above technique. For facial 
outlines from both the front and side faces and ear 
edge from the side faces were extracted by using the 
technique shown in Fig.3. 

Normal 1 

Normal 2 4 Selected Edae Point 

View Poin t  
Invisible Polygon 

Figure 3: 3D Edge Detection Technique Using Poly- 
gon Position 

Obtained edge-shapes are changeable in the 
projected space according to  the new camera- 
parameters within a limited range. The 2D and 3D 
edge for front are shown in Fig. 4. 

2D Edge 3D Edge 

Figure 4: 2D and 3D front edge 

In 3D front edge (Fig. 4) the upper-part of the 
side-edges from the ear-top have been deleted by au- 
tomatically detecting the ear-top point from the 3D 
surface data. This is due to  the dis-similarity with 
the 2D correspondence. 



3 Mapping Process 

The color mixing and mapping process has been 
elaborately described in our previous paper[l]. 

4 Experimental Results 

Experiments were carried out on three persons 
and it was found that the process was operable to- 
tally automatically. The virtual camera parameters 
were identifiable separately with the initial rotation 
zero degree for the front-view and *go0 for the right 
and left view. The camera distance (Z  translation) 
could be estimated even with a 50% estimation er- 
ror. 

Before Coarse 
Figure 5: Edge-based Registration Results for Front- 
Face 

The coarse and final registration obtained from 
the proposed registration algorithm is given in Fig. 
5. A list of relative transformations is also given in 
table 1. 

[* not used as variables in coarse registration] 

Table 1: Parameters for Front Face Matching 

The C T  data we employed is a size of 512 x 512 x 
175 with a resolution of 0.46mm x 0.46mm x lmm.  
The 480 x 480 pixels color photographs were taken 
with a SONY digital video camera of 640 x 480 reso- 
lution. A blue sheet of approximately l m  x l m  was 
used as the background of taking photographs. 

The input 2D images and the resulting 3D images 
is shown in Figs.6 and 7.  

5 Conclusion and Future Works 

We have succeeded in creating 3D realistic faces 
by estimating the camera parameters automatically. 

1,cft I:ro111 l { ~ g l ~ t  

Figure 6: Color photographs of resolution 480 x 480 

4.511 l , ~ f ' t ,  0" 15" Itigllt 

Figure 7: Resulting 3D images 

No special trained person is needed to perform the 
operation. 

Our ultimate goal is to develop a system for pre- 
dicting realistic post-surgical appearance of a cancer 
patient. This requires modeling the internal struc- 
tures such as soft tissue and bone. A change in the 
underlying structures will alter the facial skin ap- 
pearance before surgery, which we have dealt with 
in this paper. Such information will benefit both a 
doctor and his patient for selecting a surgery alter- 
native for the mutual understanding. 
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