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Abstract

In this paper, we propose two methods of clus-
tering learning images to generate prototypes auto-
matically for object recognition. One is for clus-
tering views of a single object and the other is for
clustering different objects observed in a similar di-
rection which belong to a same object class. In both
two cases, we first group all learning images into
several clusters by considering appearance features
and spatial relations between these features, then we
construct a prototype in each cluster.

1 Introduction

The ultimate goal of our study is to investigate
how to develop a “generic” object recognition sys-
tem, which can recognize, for instance, any chair or
any car, etc. In considering applications of object
recognition, the first problem to be solved is how
to construct models. In order to develop a generic
recognition system, we want to construct a model by
which as more objects as possible can be recognized.
Especially, when the model is constructed automat-
ically based on learning objects, we want the model
can be used to recognize those objects which did not
appear in the learning object set, that is, we want
to give the recognition system so-called “generaliza-
tion" capability. However, the methods which recog-
nize objects by finding correspondence between ap-
pearance features of each learning object and unseen
scenes (like the ones using affine transformation[1]
or CAD based methods[2]) often fail in doing this.
In these approaches, for recognizing more objects, a
large number of features, even entire learning objects
might be stored in the memory. When the number
of learning objects increases, however, the memory
for storing them and the time for recognizing will
also increase.

If the task of a machine vision application is to
detect an object from an unseen scene, we do not
have to record all characteristic information asso-
ciating with each learning object. We may record
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common features in all learning objects only. The
generated model which contains common features
of all learning objects can be regarded as a proto-
type. However, most objects, even if they belong to
a same object class, can not be described by only one
prototype because of a large variety of appearance
features and spatial relations among the features.
In order to solve the problem of how many proto-
types are needed to “cover” all learning objects, we
may divide all learning objects into several clusters,
so that the objects in the same cluster have similar
appearance features and similar partial relations be-
tween these features. The benefit of the clustering
approach is at least two-fold. The first is to reduce
cost of recognition. The second is that even if an
object in an unseen scene does not belong to the
learning object set, if the object is similar to some
learning objects, it can also be “covered” by the pro-
totype generated based on the learning objects.

In this paper, we propose two methods of clus-
tering images. One is about clustering views of one
object, the other is about clustering different objects
which belong to a same object class. The methods of
prototype generation in clusters are also mentioned.

The rest of this paper is arranged as follows. We
describe how to cluster views of one object in Section
2. The way of clustering views of different objects
is described in Section 3. The experimental results
of testing our methods are also illustrated in each
section.

2 Prototype generation from views of
one object

2.1 Clustering

Suppose an object is depicted by its views. The
views are obtained by observing the object around
it at a relatively same height and the views are ar-
ranged in order of the observing direction. All views
are segmented first. We noticed that the shape of
parts (they are segmented regions in each image) of
an object and the relations between these parts do
not change much if the object is observed from two
near directions. Therefore, we can divide all views



into several clusters. Each cluster covers a range of
observing directions. The clustering is implemented
by considering both the change of appearance fea-
tures of parts and the change of adjacency relations
between parts.

Each segmentation result of a view can be de-
seribed by a graph by considering adjacency rela-
tions among regions. By matching two graphs, we
can find the correspondence of each part (region)
in two views. Based on the matching result, first
we define measures of change of appearance features
of a part and of change of adjacency relations be-
tween two views. Then we cluster all views of an
object as follows. Let the starting view of a clus-
ter be V,,. First we test the following two condi-
tions between 1}, and the next view V,,4,. 1If both
conditions are met, they are put in the same clus-
ter. Pick up the successive views Vy,42,... and re-
peat the test. If both conditions hold between V,,
and Vieq, ..o, Vi, but one or both of the conditions
break for (V5,,V,41) pair, then we make a cluster
with Vi, Vet ..., Vi, leaving Vi, 4 as the starting
view of another cluster.

Condition 1
hr
Z Y(diff (R s RJ.I]] xw; <«

=1

(1)

(J=m+1m+2,...)

where N is the number of matched regions
in two views. diff(-,-) is a measure of shape
change we defined in our early paper(3]. Ry,
denotes the contour of region i in V,,, and R;;
denotes the contour of region matched with re-
gion R,,; in V. w; is the weight for part 1
and e is a predefined threshold. In our exper-
iments, we assign weights to regions according
to their areas. Thus the larger region is given a
higher weight. Y (diff( Ry i, R;.i)) is equal to 1
if diff(Ry, . Rj ;) is larger than a threshold v, 0
otherwise. This condition ensures that for two
views to belong to one cluster, their parts must
have similar shapes.

Condition 2

rd(Vi, V) <8 (j=m+1m+2,..)

where /7 is a predefined threshold. rd(-,-) is a
measure of difference of adjacency relations be-
tween two views[3]. This condition ensures that
the views in one cluster have similar adjacency
relations among parts.

2.2 Prototype generation in each cluster

After making clusters by the method we men-
tioned above, a prototype is generated to represent
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all views in each cluster. In our study, a prototype
is represented by a graph G = {R, E}. I is the node
set and each node corresponds to a part in the proto-
type. E denotes the edge set in G. Edges represent
relations between parts in the prototype. The pro-
totype contains only those parts which exist in all
views in the cluster. We use Planar Partial Curve
Matching[4] method to generate appearance of parts
in the prototype. In fact, for two matched parts in
Vi and V;, the mean shape of the two parts can be
generated[3] by using PPCM method.

2.3 Experiment

We tested our clustering method on views of a
chair. Eight views of a chair approximately each
45° apart in viewing directions are shown in Fig-
ure 1. The clustering yielded three clusters from
them: €y = {W), Vs, Vy}, Co = {V4,V5,Vs} and
C3 = {V7,Vs}. The prototype generated in €'} is
shown in Figure 2(a). In the graph of the prototype,
nodes correspond to common parts in Vy, V5 and Vy;
edges record adjacency relations among parts.

3 Prototype generation from differ-
ent objects

3.1 Clustering

Clustering images of different objects is more dif-
ficult than clustering views of one object. We as-
sume that all objects belong to a same object class
and are viewed in similar directions. All images are
segmented first.

The clustering of images of different objects is
implemented in two steps. In the first step, we focus
on adjacency relations existing in each object. Two
connecting regions in an image make an adjacency
relation. The basic idea in the first step is that the
more similar adjacency relations exist in two objects,
the higher is the possibility that these two objects
belong to a same cluster.

We use distance between two adjacency relations
to express the similarity. The less the distance, the
more the similarity. For calculating the distance be-
tween adjacency relations, each adjacency relation
is described by a vector r, ;(a;,as,...,a,,). where
ri,; denotes relation j in object i, ax is an attribute
attached to the relation and m is the number of at-
tributes. The specific attributes used in our experi-
ment will be seen in Section 3.3.

The distance between two adjacency relations is
the Euclidean distance between two vectors. Of
course, each attribute in the vector should be nor-
malized first.

Each object O; can be regarded as a union of
adjacency relations, ie., O; = {ri;}, J=1.....n;,
where n; is the number of total relations in O;. The



distance between O; and O; is defined as follows.

#(0;,0;) + #(0;,0;)
n; n;

$(0,05) =

where #(0;,0;) is the number of similar relations
in O; and Oj. A similar relation pair is the one
whose distance between two relations is less than a
predefined threshold.

Once the distance between two different objects is
defined, any clustering method based on the distance
between objects can be used. We can get a primary
clustering result after the first step.

In the first step, we considered each adjacency
relation in objects separately and did not take the
inter-relations among these adjacency into account.
Therefore, we often can not get satisfiable clustering
results. In the second step, the primary clustering
result is revised based on the structure of each ob-
ject.

In a primary cluster, each object can be repre-
sented as a graph. Each node in the graph cor-
responds to a region in the object. If two regions
connect each other, then there is an edge between
two nodes corresponding to these two regions. By
matching two graphs, a distance between two ob-
jects can be defined. Because two graphs represent
different objects, inexact graph matching method is
prefered(5]. The distance is defined based on sta-
ble matching. We define stable matching as follows.
First we match one graph to the other and then vice
versa: a stable matching is a matched region pair
which exist in both matching results. Then distance
between two objects is defined as:

#5
#T,

#5

#T;

where O; and O; are two objects, #S stands for
number of stable matchings and #7; and #T; stand
for total number of regions in O; and Oy, respec-
tively.

We can also define the distance between an object
O; to a cluster C; that O, belongs to as:

dis(0;,0;) = (1 - =) + (1 -

Ni—1

2

k=1

dis(O, 0;)

Dis(C;,0;) = s
<V =

¥ Ok Gcitok #OJ

where N, is the number of objects belonging to C;.

Then the primary clustering result is revised in
two steps: rejection and assignment. An object O;
is rejected from a cluster C; if Dis(Cy, 0;) is larger
than a threshold 4. After rejection, the objects re-
maining in the same cluster are used to generate a
prototype. (See Section 3.2). Then each rejected
object O, is assigned to a cluster C} if the distance
dis(Pro;,0,) is less than 4, where Pro; is the pro-
totype generated in cluster C;.
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3.2 Generating a prototype in each clus-
ter

After rejecting some objects from a cluster, the
left ones are similar. In each cluster, a prototype can
be generated. The prototype contains those parts
which exist in all objects. The detail of the proto-
type generation can be found in our early paper[6].
We describe our method roughly here. The proto-
type generation is also based on graph matching.
Like the way of generation a prototype from views
of one object, by matching graphs of two different
objects, we regard the stable matching parts as com-
mon parts existing in both objects.

Each prototype is represented by a graph G =
{R, E}. Unlike the parts in the prototype generated
in a cluster of different views of one object, which is
the mean shape of two stable matching region pair,
each node in the prototype of different objects may
contain more than one part. Because each graph
represents different object, even two stable matching
regions may have very different appearances, The
distance between the regions in a stable matching is
calculated[3], and if the distance is less than a prede-
fined threshold, the mean shape of these two regions
is generated and is recorded in the prototype. Oth-
erwise, both of these two regions are stored in the
prototype with an “OR" relation. E is an edge set
and records relations between nodes (i.e., regions).

3.3 Experiment

We tested our clustering method on real images.
All learning images are shown in Figure 3. In the
first step of clustering, we used two attributes to
describe each adjacency relation: r(Ratio, Angle).
Ratio is the ratio of areas of two regions in con-
cern and equal to the ratio of area of bigger region
to area of smaller region. Angle is the angle be-
tween the line linking the centers of gravity of two
regions and x-axis. We found 12 clusters in the
first step: {0y, 03,02 },{02,07},{04, 013,030},
{05, 023},{04, 08,010,011, 022 },{Og, 024 },
{O12,014},{013, 026 },{O14,047},{ 011,046,020 },
{027,048}, 25 and O,z have not been grouped
with any others. After the second step, there
are 7 clusters left, that is: C; = {0,04},
Cy = {04,013}, C3 = {0505}, C; =
{O6,08,010,011,019, 022}, C5 = {07,05,02},
Cs = {042,045}, Cr = {O27,023}. The rest of
objects do not belong to any cluster. As an exam-
ple, the prototype generated in cluster €' is shown
in Figure 2(b).

4 Conclusion and further works

We proposed two clustering methods to gener-
ate multiple prototypes automatically from learn-
ing images for object recognition. The generated



prototypes are described by graphs. In the graphs,
the appearance features of common parts existing in
all learning objects and the relations between these
parts are recorded. These information can be used
to recognize objects in unseen scenes.

One of the further works is to try to combine two
clustering methods proposed in this paper. Suppose
multiple views of various objects in a class are given.
First, we can obtain several prototypes for each ob-
ject by using the clustering method described in Sec-
tion 2.1. Then, choosing the prototypes of all objects
in a similar observing direction and using the clus-
tering method described in Section 3.1, we can gen-
erate the prototypes for images of multiple objects
viewed in multiple directions.

Another further work is to test our methods in a
practical object recognition system.
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Figure 1: Eight views of an object.
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Figure 2: Examples of generated prototypes.
(a) A prototype generated from a single object.
(b) A prototype generated from multiple objects.
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Figure 3: A set of training objects.





