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Abstract common features in all learning objects only. The 

In this paper, we propose two methods of clus- 
tering learning images to generate prototypes auto- 
matically for object recognition. One is for clus- 
tering views of a single object and the other is for 
clustering different objects observed in a similar di- 
rection which belong to a same object class. In both 
two cases, we first group all learning images into 
several clusters by considering appearance features 
and spatial relations between these features, then we 
construct a prototype in each cluster. 

generated model which contains common features 
of all learning objects can be regarded as a proto- 
type. However, most objects, even if they belong to 
a same object class, can not be described by only one 
prototype because of a large variety of appearance 
features and spatial relations among the features. 
In order to solve the problem of how many proto- 
types are needed to "cover" all learning objects, we 
may divide all learning objects into several clusters, 
so that the objects in the same cluster have similar 
appearance features and similar partial relations be- 

1 Introduction tween these features. The benefit of the clustering 

The ultimate goal of our study is to investigate 
how to develop a "generic" object recognition sys- 
tem, which can recognize, for instance, any chair or 
any car, etc. In considering applications of object 
recognition, the first problem to be solved is how 
to construct models. In order to develop a generic 
recognition system, we want to construct a model by 
which as more objects as possible can be recognized. 
Especially, when the model is constructed automat- 
ically based on learning objects, we want the model 
can be used to recognize those objects which did not 
appear in the learning object set, that is, we want 
to give the recognition system so-called "generaliza- 
tion" capability. However, the methods which recog- 
nize objects by finding correspondence between ap- 
pearance features of each learning object and unseen 
scenes (like the ones using affine transformation[l] 
or CAD based methods[2]) often fail in doing this. 
In these approaches, for recognizing more objects, a 
large number of features, even entire learning objects 
might be stored in the memory. When the number 
of learning objects increases, however, the memory 
for storing them and the time for recognizing will 
also increase. 

If the task of a machine vision application is to 
detect an object from an unseen scene, we do not 
have to record all characteristic information asso- 
ciating with each learning object. We may record 
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- 
approach is a t  least two-fold. The first is to reduce 
cost of recognition. The second is that even if an 
object in an unseen scene does not belong to the 
learning object set, if the object is similar to some 
learning objects, it can also be "covered" by the pro- 
totype generated based on the learning objects. 

In this paper, we propose two methods of clus- 
tering images. One is about clustering views of one 
object, the other is about clustering different objects 
which belong to a same object class. The methods of 
prototype generation in clusters are also mentioned. 

The rest of this paper is arranged as follows. We 
describe how to cluster views of one object in Section 
2. The way of clustering views of different objects 
is described in Section 3. The experimental results 
of testing our methods are also illustrated in each 
section. 

2 Prototype generation from views of 
one object 

2.1 Clustering 

Suppose an object is depicted by its views. The 
views are obtained by observing the object around 
it at  a relatively same height and the views are ar- 
ranged in order of the observing direction. All views 
are segmented first. We noticed that the shape of 
parts (they are segmented regions in each image) of 
an object and the relations between these parts do 
not change much if the object is observed from two 
near directions. Therefore, we can divide all views 



turrs of p;lrts ; i ~ ~ r l  t 1113 1.1tii11grl c ~ f  a?iilrrlriry rc*liitkms 
I > ~ ~ I V P P I I  p;\rts. 

Enrlr ~ r ~ ~ l l l t ~ l l t  ation sc~s~ilt of a virw ran I)r. dr- 
sc-ril jrtl l)y ;r gril1)11 I)!. t - n ~ l s ~ r l ~ r i n g  a(1jar~ric.y rela- 
t ioris ati~cw~g rt1gio:is. By r~ i :~~r I~ iny :  twn gr.:~pl~s. tvr 
mn firltl t lip rnl .rrspc~l~rlr t ir~ of carh part rrgion) 
i r i  t ~ v o  ~ j ~ w s .  Rilsrd r)o thr rnntc'!~irig rt*sililt, first 
wrb r l r f i t i cb  tiltl;tsllrrs of r h a t ~ g r  of appoiltnrlc:r Ir;~turrq 
of it p:wt ; ~ n { l  of c - l t a n ~ i ~  of ;itlj;tc:~nt*y 1.rlnticlris Iw- 
t1vrc.11 ttvr) vic3ws. T I ~ I I  nup r-li~stcr all vicarvs of an  
o11jrr.t ;IS follows. Lvt t l i ~  st;lrt,ing vicaw n l  a rlr~s- 
tcLr Gr I ;,, . First ivra trn.it t l ~ v  follow+iri~ twn coridi- 
tio11.r; hrt~\-tac*n I ;,, ant1 t11r rimt r i r w  l it,+] . If both 
rontlitiorls ;ire t l ~ t .  ~ h ~ y  iirP I I I I ~  in ~ \ I P  samr rltis- 
t r r .  Pick I I T I  t I IP  sil(:c-(~ssi~(= vitlws 1 ; , l+2T . . . at111 rv- 
p r ~ t  t h ~  t,c*st. If I)otlt r*orlditir>~is holtl I~tltnt.on I;,, 
n~rcl I ',,+ , , . , ,I ; , ,  I ~ u t  otlr or 1)otIl of t,hp r.oaditic~ns 
tlrcak f(3r I!;,, .I 1 p;lil-. t11ct1 tw triakr a rluqtrr 
wit11 I;,, , . . . . I ;,. I r x ~ i ~ i g  I.;,+I ;IS t b t ~  st,ilrting 
virw of ~ I I L I I  l~clr c41tstrar. 

w l ~ r r r ~  :V is ~ , I I P  tiu~ntlt*r of ~ ~ i a t r l i c ~ d  r~gions 
irl t ~ v o  citnrvs. rli l j( . ,  .) is a Inr;lsi1rP OF s h a p ~  
1 V P  I I o r  I I [ .  Rrrr , 1  

i l ~ v i o t ~ s  t I I P  r - o ~ ~ t i ~ ~ r  o f  rvgion i i11 1 i r1  ib11i1 RJq,  
(l(~tiot,r.s t PIP r i ~ r l t  our OF r t l~ ion  rn;itr.htxd wit11 rP- 

giori R,,, . ,  iri 1 ;. I D ,  is tlic wpight, fnr part i 
~ t l r !  r v  is I? ~ ) r ~ ( l r f i t l ~ d  tt~rt~sllold. In our pxppr- 
i n i ~ r ~  t s. rvr% ;+xsigtl nnc.iglit s to rrlgioi~s arrording 
t(3 t It(-ir i l r ( ' i f i .  TIIIIS t,Iit41;rgrr trgiori is given a 
l i i ~ l i ~ r  wvig11t. Y (riijf(R,Th31, I?,,,)} is ~r!t1;11 to 1 
if riijJ(R,,,,,. R,,,) is l i t rg~r  than a t,I~rr~sIiolrl y. 0 
cltI~rartvisr. Tlits rnnditiori rnsnrrs thnt  for tn-o 
~ i r w s  to 11rIong to onr  rlilstcr, tllris p ; ~ r t s  rriust 
Imvr s in~i l ;~r  s11;ipr.s. 

2.2 Prototype generation in each cluster 

all viflws i11 t?;\c*11 vl~istvr. I n  o i ~ r  S ~ I I I ~ ~ ,  :) [ ) r t~ to typ~*  
is rry>rrsrr~trtl ~ . ; q > h  C; = { R .  E ) .  R is I  ti^ rlorlc* 
s r t  and enrh nndr r o r r ~ s p n ~ l d s  tn a part E r l  ttlr I)rot$c+ 
t,ype. E tlrnotrs thr r*tlg~ srt in G. E:tljirs n.I)rrsrrIt 
rtllations I ~ p t ~ ~ v r ~ ~ r l  part,s i ~ i  tllr. ~ ) ro to typr .  TIIP 1)l.n- 

t o t y p ~  c'nntains O I I ~ Y  f h n s ~  parts wliirh r-'xisf i l l  all 
V ~ P ~ S  i11 the r l11st~r.  \TP usr Plit~liil. Pilrt i ; ~ l  Curl*r= 
ll;ltchirig[.l] r ~ l t - t  llnd to gr3tlr\ratr iil)I,tr;ir;lrlr.r' r l f  p;irts 
in the prototypr. Iti fact. itnr two ~ ~ l x t r l ~ r i l  paits in 
I; :lnrl I ;. t hr Inran shnpr* of t tir two l) ;~ri  5 I':ZII Ilt* 

g ~ r l ~ r i i t r ~ l [ 3 ]  1)y 11sitig PPClI tl~rt l~rlcl. 

2.3 Experiment 

I'ip trstrrI our ~ I i i s t ~ ~ r i ~ i g  ~ ~ l o t l l o d  011 ~ i t l r v s  of ii 

rliair. Eight virws or a r l~a i r  approxirr~;~tc~ly c.ac.1~ 
<1,3@ apar t  i11 cic~ving tlirrr-tirlns arc1 sIiowrl it]  Fig- 
rlre 1. Tlw r l ~ ~ s t ~ r i n g  yi11ld~rl t l~rev r l !~s t t> r~  fr01n 
t l l m ~ :  C', = { I f 1 , \ ; , \ : + } .  C2 = { l j , l : 5 . 1 i )  atltE 
C, = I 1  3, 1 'H ). Tht. prototypr jit.nrar;ltrtl in el is 
st~orvri i11 Figt1ro 2(a). 111 thc* KraI~l l  of' t I ~ r a  pl ututvpr. 
t io( l~s  ro r r~spo~ ic l  to rcm1nion p;irf,q ~ I I  \ . 1 ;i11(1 1 :%: 
P(IKPS rpr[>rll il(I,iilre~lry rtd:it ions alrlong l);~rt>. 

3 Prototype generation from differ- 
ent objects 

3.1 Clustering 

Clunt,erir~g i~ r l i ig~s  of r l i f f ~ r ~ n i  ohjrrt.s is r ~ ~ o r r  rlif- 
ficult than clustcrinc: ririvs c ~ l  n r i ~  olljrrt.  U' as- 
sume that all objrcts br lo~lg  to a sxmr n1,jrt.t rlnss 
w ~ d  arP virwr-rl il l  similar t l irrct inn~. .-\I1 imagrs art. 
spg~lrpn t pd first. 
T b  c l u s t ~ r i r ~ g  of iti!i~gt's oS rliff~trtrnt ol>jrc-ts is 

irnplerne~ltr.cl i r l  two st,tlp. 111 I llr firbt stcbl). \nb f o c . 1 1 ~  
on X C I ~ R ~ P I I I ' ~  r ~ * l ; t t i ~ ~ l s  r x i s t i n ~  it1 m r l ~  ~~~~~~~~~I. Tivo 
r o n n ~ c t i n g  rtlkions i r ~  nri i r ~ ~ n g r  niilkr. fir1 nrljartwry 
rplatinn. TIlr 11asir ir l (w in thcl first stop is thnt the 
more similar ac1jarrur.y r ~ l i t t  irlrls psist in twrl o1)j~rf 5, 
the higl~cr is t lw  possil)ility tlint t h r ~  t ~ v o  r,l)jrcts 
hclong to  a satllr rlustrr. 

IYP  us^ tlistancc bctwrrr~  two attjnrrnry r(\l;~tir,rix 
to cxprcss t 1 1 ~  similarity. Thr less the rlist,a~lc.ta, t l i t  
more t h~ si~nilnrity. For rxlru1:iting thr* rlist;ulcr l ~ r -  
tWpen adjar(311cy rvl;ltir)~is. tl;~c'l~ acljarrrrry rr*l;ltic111 
is tlrst*ri2)rrl I)? ;I v(>rtor r,,, ( r r l .  n:. . . . . 1 1 , ~ , ) .  w l l r r ~  
r,., d~nnt ,es  rrlntion j in ol),jr>c-t i .  i s  ; i t)  at I rilnttr 
attarherl to  t l l ~  rtllatinn ; ~ r ~ r l  771 is t l l ~  I ~ I L I I I I J I T  elf at- 
t,rihut,~s. T h e  s~)rt.ific. ; ~ t  t r ih~l t rs  11sc1(1 it1 d>llr rlsllrri- 
mrnt will l ~ t a  x th t , t ~  in Sprt inn 3.3. 

The dist,anrr 1,rtwrrri two i~djnt-t~rtr.y rtll:~t ions is 
the Euclitlranr~ dis tn~ire  t ~ r t w r m  two vrr t r rs .  Of 
course, rarh  at t ritni be in t tip vector should be rior- 
malized first. 

EWh 011jWt oz Cat1 1 ) ~  r ~ g i ~ r r l ~ d  it l ~ l l i ~ 1 1 ~  

adjasenry r~l;ltiotls. i . r ~ . ,  0, = { r l , l ) ,  j = 1.. . . . I [ , .  

I V ~ P ~ P  7 1 ,  is t hr3 ~ ~ t l n ~ l ~ < \ r  C I ~  t r ~ t  a1 r ~ l a t  11)ns 111 Ol. T11v 



t1ista1ic.c. brtwt~en 0, and 0, is cIrfined as follows. 3.2 Generating a prototype in each cEus- 
t er 

wherr #(Or. r),) is the rlumber of simtlnr rpIations 
i r i  0, and (3,. -4 strnilar rc~lation pair is t hc  one! 

tvhos~ tli~til~l('r I)P~W(*CLI two relilt ions is lpss than a 
prtdrfirlrtl elirrsholtI. 

0nr.e the (list anre I)otw~r*n twc) diff~rmt objprbs is 
defineti, any rl~rstering method b.as~d on the distarir~ 
Iwtw~en  objrrts cart br used. Ure can get a primary 
cluatrring rtlsult aftcr tho first step. 

In t h ~  first s t ~ j ) ,  WP r o n s i d ~ r ~ d  pitch adjac~nry 
rrlntiori i r~  obj~r.t,s srparat~1.v and did not takr tbp 
i n k - r ~ l a t  ions atnnng these adjacenry into accoilnt . 
Tllr~r~forr,  ~ v p  oft,ea ran riot get sntisfiahle clrlstering 
scsul ts. 111 thta sr%c+ond stcp, t hc prir11;vy cltrst~ring 
~.c*sult is rc!visr4 hased on tht! strnct~irr of earh c~h- 
jtrrt. 

111 a prinlary rl~ister, earl] ohjert ran '~IP r~pre-  
sent,ed as n graph. Ear11 nodr in tlir graph cor- 
respnnds t,o a rpgion it1 the o b j ~ c t .  IF two s~gior~s  
cotlnect ~ u c h  other, thrn t h e r ~  is an rrljie brtwwn 
ttvo nodos corrrsporidirrg to thesc two rrgions. By 
r!lat,rhing two graphs, a distance b ~ t ~ w ~ e t i  two oh- 
jrrts can he drfj:l~d. Because two graphs reprcspnt 
d i f f ~ r ~ n t  ohjrt:ts. incxart graph matching rn~thnrf  is 
prrfrrt,rl[5]. Thr rlist,nr~c~ is tlrfi~l~rl hasell on  sbn- 
blc niatching. 11-cl d a f i n ~  s t a l ~ l ~  rnatrliing a.5 follou~s. 
First WP rnatrll onp graph to the other and then vice 
versa: a stable malchtrsg is a matcllctl region pair 
whirh exist in  hot 11  matching r~sults.  Tlwn ilist,ance 
l,rt,wrrn trvo ubjrarts is ~ l ~ f i z i ~ d  a$: 

nahrrp 0, iuid 0, R W  tn-t~ o I ) j ~ r t ~ ,  #S stands for 
numbrr of s t n l ~ l ~  miltrhings and #T, arirl #TJ starlrl 
for total ririnll>t*r of regions in C I ,  R I I ~  U,, resppr- 
ti \.el?.. 

IYr can also drfinr tlic distancr h ~ t ~ w - n  an ahjrbrt 
0, to  n r.1ustt.r C, that Oj 1)rlongs to as: 

where 3: is the num1)t.r of ohjerts belonging to C,. 
Then thr priniary clustering r~stilt  is rerrised in 

t,rrro st,t!ps: rejrct,ion arid rrqsigriment,. An o b j ~ c t  Oj 
is r r j e r t~d  from R clustrr C, if Di.s(C,, 0,) is Iarg~r 
than  a tlir~shnlil 6. After r~jection, the objects re- 
rlinining in t h ~  sitlnr rl~istrr are used to gene rat^! a 
prototyp~. (SOP Srrt,ion 3.2). Tlr~n earh re j rc t~d  
oh j~ r t  ( Ip  is msignetl to a r l ~ ~ s t e r  Cr if the ilistance 
dis(Pro; ,  [I,,) is leas than 6, where Pro, is the pro- 
t,otypr gc*~~c~ratpd in s l u s t~ r  Ci. 

A f t ~ r  r ~ j ~ r t i n g  somp ohjects from a clust~r ,  t,he 
left otles arp similar. In each cli~st~er, a prot,rrtypp can 
he g ~ n ~ r a t ~ d .  Tlw protot>+pe contai tis those parts 
whirh cxist in all ohjects. The detail of t h p  p r o b  
typr! g ~ n ~ r a t i o n  can hc foilnd in our ~ar ly  pilj)~r[GJ. 
IYP clpsrrihp our method roughly herr. Thc prc~ttr- 
t ~ p p  e;rneratinti is alsa b a s ~ d  o11 graph marching. 
Like tlir n a y  of gcnwation a prototype frnnl ~ i r w s  
of one o h j ~ r t ,  1y matching graphs of two diffrrrrit, 
objects, we regard t,he s t a b l ~  ~natching parts a-5 rom- 
mon parts existing in bnth n l ~ j ~ c t s .  

Earh protot,pp~ is represe~tt~ed hy a graph G = 
{ R, E}. Unlike t tip parts in tlip prototypr ~ ~ n e r a t r d  
in a rll~stt~r nf d i f l ~ r ~ n t  \ - i ~ ~ i + s  of on(> obj~ct, .  wl~irll  is 
t l ~ r a  mPan s t i a p ~  uf two stahlp ~natdiing re~ian  pair, 
cach nodr in t,hr prn to typ~ of diffrrmt, objrt.t,s may 
contain rnorp than  one part,. Because ~ a c h  graph 
rtAprosents riiffrrtrnt ot)jt*c't. rvpn two s t a b l ~  matrliing 
rrginns may ha\-? vwry differ~nt appearances. Tlw 
r1istanr.r hrtwrn t t ~ e  regions in a st,aMr tnatcliing is 
calrulnterl[3]. and i f  the  distant.^ is lpss t.!ran a pmtle- 
fined t hresbold, thr nwan shnpr of thrsr t,wo r~gions 
is grnwatcd a ~ i d  is r~cordrd in the prototype. 0 t h -  
P ~ W ~ S P ,  I>otl~ nf ~ ~ P S P  t w o  regintis are storetl in the 
pmt,ntypv with an  "OR" r~lat~ion. E is ,an ~ d g r  s ~ t  

3.3 Experiment 

1% t ~ s t ~ e r l  (mr r111stering met llod 011 real images. 
All learning images are shown in Figire 3, In ttip 

Erst st,ep of cEusteriag, we i i s~d  two ilt.t.ril)tites to 
deqcribp pitch atljarency relation: r(Rutio,  ,4rigk).  
Ratio is t h ~  ratio of areas of two regiorls in ron- 
cern and rt111rtI to the ratio of arPa of t)iggrr region 
to arpa of s r n d l ~ r  regio11. Anglr  is thr angle h ~ -  
t w ~ r l  t h ~  line linkirlg bhp c ~ n l ~ r s  of gravity of two 
rcgioris and x-axis. \Tlo fourtd 12 rlust,rrs it1 t,he 
first, stpi): {01 ,03 ,0zr  ) , {O~ ,O~) ,{O. I .OI~I ,  Om), 

with any ntlirrs. A f t ~ r  the srcond sbrp, t h ~ r e  
arp 7 rlustrrs ]PA, t.lixt is: C1 = {Or ,  Os), 
c2 = 0 3 = 2 4 = 
{ ( ~ ~ 3 ~ P v ~ i o , ~ ~ r , ~ l s . ~ j 2 ~ ) .  ~ 5 '  = {0;1081024$1 
CR = ( 0 1 2 , 0 1 5 ) ~  C7 = {Q27r028}. The rest of 
objects cIo not belong to any C I I I S ~ P T .  As an exam- 
plr, t,hr prototype gen~rat~r l  in rluster C3 i s  shown 
in Figurr 2/11). 

4 Conclusion and further works 

'Il'c propns~d two c:lust.ering met hods t,o gpncc- 
atme mi~ l t i p l~  prot,otyprs automatirally from Irarn- 
ing images lor oIljr(:t rrcognit ion. The ~ ~ 1 1 ~ r a t . r d  



prototypes are described by graphs. In the graphs, 
the appearance features of common parts existing in 
all learning objects and the relations between these 
parts are recorded. These information can be used 
to  recognize objects in unseen scenes. 

One of the further works is to try to combine two 
clustering methods proposed in this paper. Suppose 
multiple views of various objects in a class are given. 
First, we can obtain several prototypes for each ob- 
ject by using the clustering method described in Sec- 
tion 2.1. Then, choosing the prototypes of all objects 
in a similar observing direction and using the clus- 
tering method described in Section 3.1, we can gen- 
erate the prototypes for images of multiple objects 
viewed in multiple directions. 

Another further work is to test our methods in a 
practical object recognition system. 
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Figure 2: Examples of generated prototypes. 
(a) A prototype generated from a single object. 
(b) A prototype generated from multiple objects. 

Figure 3: A set of training objects 

Figure 1: Eight views of an object. 




