
hfVA '96 IAPR Workshop on Machine Vision Applications. November. 12-14. 1996. Tokyo. Japan 

A Robust Vision System Against the Change of Lighting Condition 

Keiichi Yamada * Morimichi Mizuno Toshihiko Tsukada Shin Yamamoto 
Toyota Central Research and Development Laboratories, Inc. 

Abstract 

This paper presents a robust vision system for 
lighting fluctuation for a parts positioning robot by 
means of dynamic range expansion of a video cam- 
era. The vision system was confirmed by experi- 
ments to stably detect the position of the object, 
in comparison to a conventional method, even if the 
light environment dynamically varies. The above re- 
sult revealed that the dynamic range expansion of a 
video camera is very effective for realizing a robust 
vision system against the fluctuation of a light envi- 
ronment. 

1 Introduction 

Today, many robot vision systems are put into 
practical use in the industry field. However, the in- 
sufficient robustness against the change of environ- 
ments, especially the change of lighting condition, 
is an important and practical problem for many of 
the robot vision systems. Because of the problem, 
a lot of costs should be paid for arranging the light- 
ing condition and tuning the algorithm of the vision 
system. 

The reason why the vision system has such a low 
tolerance to  the fluctuation of the illumination con- 
dition is considered in next two points. First, the 
image processing algorithm is not robust for the 
change of the illumination condition. Second, the 
dynamic range of a video camera is insufficient, and 
that causes the lack in information in the images un- 
der various lighting condition. The dynamic range 
insufficiency leads to  the insufficient robustness of 
the vision system even if a robust processing algo- 
rithm is employed. 

While many works on the robust processing algo- 
rithm have been reported [I, 2,3,  41, these technolo- 
gies cannot make up the lacking in information in the 
image sensing stage due to the dynamic range short- 
age of the video camera. Consequently, not only im- 
provement on the algorithm of the image processing 
but also prevention of the failure of information in 
the imaging stage by expanding the dynamic range 
is considered to be indispensable to solve the men- 
tioned problems. 

Several researches pointed out the insufficiency 
of the dynamic range of video cameras, and also re- 
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ported methods for expanding the dynamic range 
[5, 6, 71. However, no research reported quantita- 
tively about the effectiveness of the dynamic range 
expansion of the video camera for the improvement 
on the robustness of the vision systems for the in- 
dustry application. 

There exist two kinds of approaches for expand- 
ing the dynamic range of a video camera. One is 
by improving the characteristic of image sensor el- 
ements, and the other is by synthesizing the image 
having an expanded dynamic range from multiple 
images captured under different exposure conditions 
with conventional image sensor elements. As the for- 
mer, some logarithmic conversion CCD image sen- 
sors have been developed [7]. However, the number 
of picture elements is insufficient to apply to the 
robot vision system. In the meantime, by the latter 
method, we have developed a wide dynamic range 
vision sensor by synthesis of the multiple images in 
previous work [8]. 

The purpose of our research is to develop a robust 
robot vision system which stably operates for the il- 
lumination fluctuation in the factory environment. 
As a means for realizing this, the dynamic range of 
the video camera which inputs the image into the vi- 
sion system is expanded to be capable of sensing the 
images without lack of information even if the light 
environment dynamically varies. This paper reports 
the robot vision system we have developed and its 
robustness for the fluctuation of a light environment. 
Then, it reveals that the dynamic range expansion 
of the video camera is very effective for realizing the 
robot vision system which operates robustly to the 
fluctuation of the light environment. 

2 Method for expanding dynamic 
range 

By combining n images, each of which is captured 
with different exposure time, into an image, an im- 
age with a dynamic range of an-' times as wide as 
that of the video camera itself can be obtained [8]. 
Where, a is a ratio of two exposure times. 

Suppose two kinds of exposure time TI, and T2 
( T2 > TI ). The combination of the two images is 
carried out for each pixel, as shown in Fig. 1. If 
the pixel value L2 of the image for the longer ex- 
posure time T2 is not saturated, the pixel value Lz 
is adopted as a pixel value of the synthesis image. 
Else, the pixel value L1 for the shorter exposure time 



Dark region Bright region , Shutter control signal 

To a robot controller 

CCD camera with 
an electronic shutter 

Composite image having 
wide dynamic range Shutter control circuit 

Figure 2: Developed vision system. 

Figure 1: Method for expanding dynamic range. 

3.2 System construction 

TI is adopted as that. When the pixel value L1 is 
adopted, the value is multiplied by the ratio in two 
exposures time T2/Tl to unify the sensitivity. 

The process described above obtains an image 
which has a wide dynamic range with good signal 
to noise ratio. Note that, when the type in the ex- 
posure time is more than three, these images are 
combined into one image by the recursive process of 
a combination of two images. 

3 Vision system having expanded dy- 
namic range 

3.1 Object and illumination condition 

The vision system is for a parts assembling robot, 
and it performs a two-dimensional pose detection of 
an object on a conveyer. The object for position- 
ing is a component of automobile engine parts and 
which is made by alloy aluminum cast. The image 
of the object is captured from above position using 
a reflection illumination system. The vision system 
is intended to determine the position of the object 
by detecting the round-holes of the object. 

The measuring result of the illuminance of the 
production field in a factory showed that the vari- 
ation range of the illuminance is from 500 lux to 
10,000 lux. The illuminance of 10,000 lux is approx- 
imately the brightness in the illuminating by the so- 
lar light directly incoming through a window of the 
factory. 

We aimed to develop a vision system which sta- 
bly operates in the above lighting condition without 
a r iak ing  the lighting envirbnment. Specifically, the 
lighting condition is that the variation range of an 
illuminance is from 500 lux to 10,000 lux, and the 
variation range of a lighting direction, in the above 
illuminance range, is from 15 degrees to 90 degrees 
for the plane the object is put on. 

We have developed an experimental vision system 
for parts positioning with a video camera whose dy- 
namic range is expanded with the above-mentioned 
method. Fig. 2 shows the composition of the vision 
system. The system is composed of a monochrome 
NTSC format CCD camera with electronic shutter 
function, a shutter control circuit, a frame grabber, a 
personal computer (Pentium SOMHz), and software. 
The software is for combining the captured images 
to expand the dynamic range of the CCD camera, 
and also for detecting the object position from the 
image having expanded dynamic range. By control- 
ling the electronic shutter of the CCD camera with 
the shutter control circuit, two images for exposure 
time TI and T2 are sequentially captured in a 1/15 
seconds with the frame grabber. Then, the captured 
images are transferred to the computer through a 
PC1 bus. Finally, the image having an expanded 
dynamic range is synthesized from these two images 
by the software processing. 

3.3 Detection algorithm 

In addition to the expansion of the dynamic 
range, detection of the object position is also exe- 
cuted with the identical computer by next two steps. 
First, the round-holes are detected from the image 
having an expanded the dynamic range. Second, the 
position of the object is determined by matching the 
location of the detected round-holes with the loca- 
tion data of the round-holes for the object. 

To detect the round-holes, pattern matching ac- 
cording to the normalization cross correlation of the 
gray value between the image and a template pat- 
tern of a round-hole was used. Let the normaliza- 
tion cross correlation between the image f (i, j )  and 
a template pattern g(u, v) be Cfg(i, j). Then, each 
round-hole location (i, j )  is detected by calculating 
the local gravity center of the normalization cross 
correlation Cfg(i, j )  where the correlation value is 
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over a threshold Cth. The template pattern is that 
inside of the round-hole contour is 0, and outside of 
that is 1. Therefore, the template pattern matches 
the contrast of the intensity at the contour of a 
round-hole in the target image. 

4 Experiment 

4.1 Experimental method 

The robustness of the developed vision system for 
the fluctuation of the light environment was inves- 
tigated. Fig. 3 shows the experimental method. In 
the experiment, the recognition result of round-holes 
and object position was examined by changing an 
illumination condition variously with a spot light. 
The recognition result was compared to the vision 
system which does not expand the dynamic range 
of the CCD camera in order to evaluate the effect 
of dynamic range expansion. For both of the vision 
systems, an identical detection algorithm was used. 
The exposure time TI and T2 for the dynamic range 
expansion was set 1/900 seconds and 1/60 seconds. 

The brightness in the laboratory where the ex- 
periment was performed was 270 lux when the ob- 
ject is not illuminated by the spot light. The iris of 
the camera lens was stop down to  the limit condi- 
tion the vision system can detect all of the round- 
holes. The lighting angle cp was made to change from 
15 degrees to 85 degrees with respect to a horizon- 
tal plane, and in addition, the lighting strength was 
made to  change from 500 lux to 50,000 lux in nor- 
mal illuminance at each lighting angle. Because the 
lighting equipment hide the object in the angle more 
than 85 degrees, the largest lighting angle was 85 de- 
grees in this experiment. While the object has five 
small round-holes and one big round-hole, the five 
small round-holes were intended to be detected for 
determining the position of the object in this experi- 
ment. The threshold Cth of correlation for detecting 
round-holes was made to be 0.65. 

(a) expanded dynamic range 

(b) collvcllt,iond dynamic range 

Figure 4: Examples of obtained images. Cross 
marks represent the location of detected round- 
holes. 

4.2 Experimental results 

Fig. 4 shows a couple of images obtained under 
the illuminance of 10,000 lux and the lighting an- 
gle of 75 degrees. In the figure, (a) is the image 
obtained with the vision system which expands the 
dynamic range, and (b) is with the vision system 
which does not expand the dynamic range. In these 
images, the area which brightens in a round shape is 
the region where the spot light was exposed. Also, 
the cross marks in these figures represent the loca- 
tion of the round-holes detected. As shown in the 
figures, the vision system which does not expand the 
dynamic range detected only three of the five round- 
holes due to saturation of the image. On the other 
hand, the vision system which expands the dynamic 
range detected all of the five round-holes. 

Fig. 5 (a) and (b) show the relationship between 
illumination condition and recognition result of the 
round-holes, for each of the vision systems. In each 
figure, the horizontal axis shows the illuminance at 
the position the object was put. The vertical axis 
shows correct detection rate and incorrect detection 
rate of the round-holes. The definition of the in- 
correct detection rate is the ratio of the number of 
incorrectly detected round-holes to the number of 
actual round-holes the object has. 

From Fig. 5 (a), the vision system which expands 
the dynamic range detected all of the round-holes for 
the lighting angle from 15 degrees to 85 degrees in 
an illuminance range between 270 lux and 10,000 
lux, approximately 37 times the illuminance vari- 
ation. On the other hand, from Fig. 5 (b), the 
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Figure 5: Experimental results; correct detection 
rate and incorrect detection rate of the round-holes 
vs. lighting condition. 

vision system which does not expand the dynamic 
range detected all of the round-holes for an illumi- 
nance range between 270 lux and 1,500 lux, approx- 
imately 5.5 times the illuminance variation. Note 
that,  the incorrect detection of round-holes occurred 
a t  the dark region whose shape looks like a round- 
hole which arose by the negative convex division of 
the object. 

Assuming a factory environment mentioned in 
section 3.1, the recognition rate of the position in 
an  illuminance range between 500 lux and 10,000 lux 
was calculated for the 105 images got in the exper- 
iment for each of the vision systems. As the result, 
the recognition rate when the dynamic range was ex- 
panded was 100 % for the 105 samples, while it was 
83 % when the dynamic range was not expanded. 
The performance of the positioning vision system is 
summarized in Table 1. 

The above results showed that the robust and sta- 
ble vision system for the lighting fluctuation could be 
realized by preventing the failure of information, in 
the image sensing stage, by expanding the dynamic 
range of the CCD camera. 

Table 1: Performance of the vision systems when 
the lighting condition changes in a range between 
500 lux to  10,000 lux. 

vision system vision system which 
which expands does not expand 
dynamic range dynamic range 

Recognition rate 100 (%) 83 (%) 
~osicon accuracy < 1.0 (pix.) < l.o(pix.) 
Processing time 1.2 (s) 1.2 (s) 

5 Conclusion 

A robust vision system for the fluctuation of the 
light environment was developed by expanding the 
dynamic range of the video camera to  prevent the 
failure of image information in the sensing stage. 
The dynamic range of a conventional CCD camera 
was expanded by combining plural images taken un- 
der different exposure condition. The vision system, 
including the dynamic range expansion and the ob- 
ject position detection, was implemented into a per- 
sonal computer. The effectiveness of the developed 
vision system was confirmed by the experiment, and 
the results showed that the dynamic range expansion 
of the imaging stage is very effective for realizing ro- 
bust robot vision systems for the fluctuation of the 
light environment. 
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