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Abstract 

The purpose of this work is to analyze the movement of 
pedestrians in urban areas.I1l At present there is not enough 
data to analyze the movement of pedestrians a~curately.~~'  

In the architectural field, tracking and distribution data is 
now being done by hand.I31 In the image processing field it 
is difficult to track the movement of pedestrians the same 
way as a car, because the original image will change and 
you cannot predict in which direction people will m o ~ e . I ~ l - [ ~ ~  

It utilizes the algorithm system to show the trajectory of 
the image and which direction those objects (pedestrians) 
will move,even though this movement can't be seen yet. 
The data surveys have proven that this method is effective. 

1 Automatic 'hacking Algorithm 

Please look at Fig. 1 to see how the Algorithm operates. 
The first part of this system is to extract the moving ob- 

jects from the original image, and the second part is to track 
the movement of these objects. 

2-1. Extracting Moving Objects 

After making a survey of the way pedestrians move in 
town, with the sequence of moving images one can make a 
background image"). I extract the mobile object(2) from the 
original image and calculate the difference between the origi- 
nal image and the background image, and label them so I 
can recognize each object. (Fig.2) 

2-2. 'hacking Moving Objects 

1) Segmentation of moving objects 
By using this Formula ( l ) ,  one can cluster and separate 

moving objects with the K-mean method, which is an easy 
way to gather data into one block. (Fig.3) 

dr,-,,,, =Jks(x2 + y 2 ) + k ~ ( r 2  + g 2 + b 2 )  ( 1 )  
(05ks.kc51) 
(0 5 r,g, b 5 255) 

(x, y)  represents exact location of each pixel. 
(r ,g ,b)  represents each value. 

This has been done for all of the five dimensions (R, G, B 
color spaces and x, y position spaces ) .The moving objects 
have a hierarchical structure similar to the shape of a tree. 
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Each cluster has its own particular color and position along you can save matching data at each frame. There is 
data. one problem with this method. The PS labels can be matched 

up with only one object at a time, so the "Occlusion" part 
2)  Matching of Moving Objects will divide one shape in some objects. (Fig.6) For that rea- 

I would like to suggest that you can match clusters which son you might make a mistake by using this method for 
are in the frame next to each other, and by doing this you tracking moving objects. 
can match moving objects which are exactly the same. (Fig.4) 
Also I would like to suggest that these results can be used 3-2) h c f i n g  of Occlusion Pa* 
for tracking moving objects. There are two ways of doing this. (Fig.7, Fig.8) The clus- 

I use the block matching method , which is one way to ters in the frame next to each other are connected to similar 
match moving objects. Each cluster should be considered as parts of the body. SO you should try to find those clusters 
one block. Those blocks which have the minimum differ- which are matched up. This can be done by choosing those 
ences in color distance are matched in the same cluster. In clusters which have the largest number of pixels. The other 
this way those clusters which are in the frame next to each way is by choosing clusters which have minimum differ- 
other can be matched up. Those clusters which have the most ence in color distances. When there is minimum time 
similar color to each other are then matched together. This ddifferency, data for clusters will not change very much. 
is called matching clusters. The tracking method for Fig.4 thru 7 are combined in 

Based on the results of matching up clusters of similar Fig.8. 
colors one can also match up moving objects which are al- 
most exactly the same. This is done by finding objects which 2 Experiments Using Algorithms 
have the largest number of matching clusters. This is called 
matching PS labels. Look at Fig.9. 

This shows an example of the tracking methods which I 
3) 'Ikacking of Moving Objects suggest. 

I would like to suggest three ways to track moving ob- I would like to tell you some things I have learned from 
jects which have the largest number of matching clusters. these experiments. 
There are three types of data which one is targeting. You can You should try tracking with PS Labels. You can substi- 
select the most suitable way to track original images. tute another way for the frames which do not work. The 

record tracking data will select the most suitable way for 
3-1) 'kicking PS Labels you. 

One way to track moving objects is by matching PS la- (i) For anything other than the Occlusion parts, tracking 
bels from the first h e  to the last frame. (Fig.5) As you go with PS Labels is the best way because of two factors, pro- 
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In Fig4 the same moving objects are shown separately as 
Comet Tracking [nwl] and [mtZ] because [mtZ] is shown as a new object The 

moving objects will not appear sepamtely as in p i o u s  frames, 
so when backing PS labels you can only get one vector. At the 
end of the occlusion this is what happens because you are de- 

Moving Oh~ects 3 n + 3  - n + 2  Moving OhJec' pending only on PS labels with a large number of matching 
clusters. When the moving objects separate only one vector 
will appear and other moving objectscan'r be tracked. 

Fig.7 shows an example of tracking max pixels. The cluster 
.. .. [HZ-21 4 P - I > ,  which may have a maximum number of pixels, is one 

of the clusters in the moving object [@P].The following is the 
mull of tracking cluster 4bP-I> in f m  0 to 2: &P-l> -> 

~mm ~o - PS-LABEL NO.] <Tracking failed> &Q4> -> &&I>. The result of backing moving o b e  [@ 
phrn NO.. PS-LABEL ~o.1 'sR"d p] is shown on the right side of Fig. 7. 
1.5 EI.~U~ edg 5. If you are tracking the occlusion part the same way as in Rg. 

Fig.5 Tracking PS-labels Fig.6 Problems with Tracking p ~ - l ~ b ~ l ~  7. You can back moving ob~ects successfully like in Fig. 8. in- 
cluding the occlusion part. 



cessing speed and accuracy. 
(ii) Regarding Occlusion parts the best way is tracking 

with matching clusters. When there is a big difference in 
color distance you should use the clusters with the most pix- 
els. When the image has many gaps and is not complete you 
should use clusters which have minimum difference in color 
distances. 

Fig.10 shows an example of how this was done in Ginza. 

3 Conclusion 

This contribution should be considered important be- 
cause it utilizes the algorithm system to show the trajec- 
tory of the image and which direction those objects (pedes- 
trians) will move,even though this movement can't be seen 
completely. 

I would like to explain what resulted from designing the 
algorithm system. 
1) The trajectory of objects (pedestrians) . Using this method 
it is also possible to track the point at which some pedestri- 
ans meet each other on the street. This is an example of an 
occlusion. 
2) The location of where objects (pedestrians) are in an area. 
This is equal to the extracted image. 
3) It uses a color image, but the usual method of image 
processing is binary. 
4) The benefit of this system is that only the moving object 
can be seen in color. The processing speed can be made 
faster because there is a smaller amount of information. 

This system can be used to help athletes, particularly 
runners and ball players to improve their movements, by 
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analyzing the extracted moving image. 

Appendices 
1) Background Image : I took the average or mode for each pixel 
in all frames. 
2) Extract of Moving Object : I extracted the moving objects using 
the background image, because I could get a clearer boundary of 
the extracted objects than by using sequential differential extrac- 
tion. 
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This is the result of matching PS lahels in 
Frames 36 and 37. The pichue on the left side 
shows where the occlusion has ended. Labels 
<Xi-l>and<37-1> show when PS labels are 
successfully matched. But matching PS labels 
in <%I> and 0 7 4  failed. The reawn this 
occured isexplained in Fig.6. 

I I I 1 
ngrM31. I bl -)ngz6d13. I bl ngz6dll. Ibl ->ngz6d43. Ibl 
pm no.- 19 p m  no. - 19 
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L I I 
ngzSd31. Ibl->ngr6dl3. Ibl I n3z6d31. l bl-> ngz%d13. I bl 
pm no. - zo p m  no. - 20 

(])Tracking of PS-labels (2)Tracking of Max. Pixels 
Frame no.34 : The start of an occlusion, Frame 110.37 :The 0b.W have separaed and 
the occlusion has ended. 
(1)Ttacking of PS-labels : Only PS-110.20 was successful, the others failed. 
(2) Tracking of Max. Pixels : PSp;no.19 and 20 has separated. Tracking of Max. Pixels 
is successful. 
Fig.9 Tracking of Clusters ( Experiment : Occlusion Part ) 
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Extract of Moving Objects 

'his experiment in Ginza pimarily shows huo pmpk 
walking together and the distance between two people 
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is very&&. These extracts show that ttm rn many 
examples of occlusions taking plaa. Rare osa of back- 
ing ind~viduals are unsuccessful because you cannot 
sepante moving objects in the occlusion part. 

In Ginza I had the most success in tracking pedes- 
man flow by hacking maximum pixels. Here is a good 
example of how to track pedesaian flow. 
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Fig.10 Experiment on The Street ( Ginza ) 
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