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Abstract 

This paper describes a vision system with dual view- 
ing angles, i.e., wide and narrow viewing angles, and a 
scheme of user-friendly speech dialogue environment 
based on this vision system. The wide viewing angle 
provides a wide viewing field for wide range motion 
tracking, and the narrow viewing angle is capable of fol- 
lowing a target in wide viewing field to take the image 
of the target with a sufficient resolution. For a fast and 
robust motion tracking, we define a modified motion en- 
ergy (MME) and a existence energy (EE) for detecting 
the motion of the target and extracting the motion region 
at the same time. Instead of using a physical device such 
as a foot switch, the beginlend of user's utterance are 
determined by detecting the movement of mouth. 

1 Introduction 

During the last thirty years, a major research goal in 
computer system field has been to make computers intel- 
ligent, to work with us, and to be our helpers. An aver- 
age of 48% of the code in today's application is devoted 
to the user interface portion according to the results of a 
survey on human computer interface programming [I]. 

Computer vision makes it possible for a user to use 
any convenient objects as input signal. These objects 
include rotation of head [2], gaze direction of eyes [3], 
finger tips [4], hand gestures [S], mouth movement [6,7] 
and even facial expression [8]. The use of computer vi- 
sion is a key component to realize more free and friendly 
human interfaces [9,10]. 

When computer vision is used in human computer 
interaction, the attentive visual search is one of the im- 
portant factors. A complete human computer interaction 
should be started automatically when a user enters its 
viewing field and be ended when the user away from its 
viewing field. This means that the computer vision for 
human computer interaction should be able to aware of 
the existence of user automatically. The required image 
resolution for recognizing the action of the user is clearly 
not the same as the one for tracking the motion of the 

user. This implies that using only one resolution in hu- 
man action recognition is insufficient. 

In this paper, we describe a vision system with dual 
viewing angles for human computer interaction. The 
motion tracking and feature recognition of a user in front 
of it will be done under different image resolution, and a 
spontaneous dialogue environment constructed with this 
vision system will also be showed. 

2 Vision System with Dual Viewing Angles 

The goal of our vision system here is to achieve a 
feature recognition on a movable target with a reason- 
able movement. The problems must to be solved in this 
application are wide range motion tracking and stable 
feature recognition. For wide range motion tracking, the 
camera with a wide viewing angle is preferable. A stable 
feature recognition could not be expected with this cam- 
era, since only low resolution image is available in the 
area of a target object. For recognition algorithm to work 
robustly in recognizing the action of human, including 
gesture, facial expression, gaze direction, mouth shape 
and so  forth from an image, a proper resolution is re- 
quired. This means that those features must be confined 
within a narrow viewing field. 

Fig.1 The vision system with dual viewing angles 
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and tilt. With this configuration, the vision system pro- 
vides a foveal-peripheral vision acuity analogues to that 
of human vision system. 

This configuration allows the vision system to track 
quickly a moving target within the wide viewing field 
and to get an stable image with a sufficient resolution 
for recognition at the same time. It is notable here that 
no complicated background compensation is needed and 
the inconsistency between resolution and field range can 
be also dissolved. 

Not only the rotation of pan and tilt, but also the zoom 
and the focus of the pointable camera can be controlled 
via RS-232 interface. The hardware specifications of the 
vision system are shown in Table 1. 

Table 1 The hardware specifications of the vision system 
with dual viewing angles 

The camera model used in our work is based on the 
approximation of pinhole camera model, and the perspec- 
tive projection transform is used to map the coordinates 
of points in the 3D world space into 2D image coordi- 
nates. 

To identify the position of a point in 3D, a fixed co- 
ordinate frame of reference, called world frame, is re- 
quired. The origin of world frame is chosen at the lens 
center of the fixed camera, and is oriented so that the Z- 
axis coincides with the optical axis of the fixed camera 
and parallels to the optical axis of the pointable camera 
when it is at its home position. The rotating center of 
the pointable camera is set on the X-axis of world frame 
with a separation of 1 from the fixed camera. The coor- 
dinates system described above is shown in Fig. 2. 
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Fig. 2 Coordinate frames of the vision system with two 
cameras 

For a point Q in the world reference frame (X,Y,Z) 
can be related to the frame of the pointable camera 

(Xp,Yp,Zp) by a series of transformation T: 

cost3 sinesint$ sinecost$ 0 

cos lj 

lcosO+r lsint3sint$ lsint3cost$ 1 

where 8 and 4 are angles of pan and tilt respec- 
tively, 1 is the distance between the origin of the fixed 
camera and the rotation center of the platform, r is the 
radius of rotation about Y-axis. From (4) we can get the 
relationship between (X,Y,Z) and (Xp,Yp,Z,) as follows: 

The goal of visual tracking is to maintain a fixation 
on a moving target and to keep the image of the visual 
target in the center of the viewing field of the pointable 
camera, i.e. (Xp,Yp)=(O.O). For this purpose. since the 
kinematic equations can be derived from (5 ) .  we can ob- 
tain: 

where L is the length of the foot of the perpendicular 
from Q to the X-axis. Lp is the distance between the lens 
center of the pointable camera and Q. 

3 Motion Tracking and Gaze Initialization 
in Wide Viewing Field 

The image size of a target, e.g. a person, in wide view- 
ing field is too small that recognition-based motion track- 
ing is not suitable for this work. On the other hand, for a 
motion tracking to be as general as possible, it should 
be able to follow a moving target whose identity is not 
known, i.e., not require an object recognition. Motion 
energy detection is one of the methods suited for this 
purpose. The motion energy is detected through a spa- 
tiotemporal filter which is implemented simply by im- 
age subtraction. Then the motion region can be extracted 
by thresholding the output of the image subtraction. 
Since the threshold value is empirically turned, this will 
cause the motion energy to be not robust enough in mo- 
tion detection. To determine the threshold value dynami- 
cally, we define a modified motion energy (MME) based 
on the output of image subtraction as follows: 



where x ,  m and k are the pixel value, mean value and 4 ~~~~t~~~~~~ speech ~ i ~ l ~ ~ ~ ~  system 
number of pixel in the subtraction image. The MME in - 
(1 1) shows the variation of the pixel values in motion 
region compared with the region out of it. According to 
the values of MME, the movement of the object can be 
described qualitatively such as not moved, move slowly 
or move fast. Fig. 6 shows the variation of MME when a 
person is in the wide viewing field (gray zone in Fig. 3). 

Fig. 3 The MME variation when a person exists in the wide 
viewing field 

After the high resolution image of the user's head is 
fetched by the pointable camera, many applications can 
be implemented on it. We show a implementation of 
spontaneous speech dialogue system based on our pro- 
posed vision system. 

In a common dialogue environment, the user must 
move to a predetermined position, then uses a physical 
switch to inform the system: I am here now, I will start 
my utterance now, my utterance is end. These make the 
dialogue system difficult to be integrated into the nor- 
mal human life. 

We here present a robust method to segment the mouth 
region from a color face image sequence which is taken 
from the pointable camera with narrow viewing angle. 
The images taken from pointable camera are represented 
with transformed YIQ formats instead of the original 
RGB images. With the empirical knowledge [ l l ] ,  the 
Q-component is well responded to the lips regions, and 
the (facial) skin area in I-component exhibits clear peak 
values. 

When MME is calculated from a subtraction image Y I 0 
between the image with a target in it and the background 
image, the MME can be used to detect the appearance of 
an object. We define the MME as an existence energy 
( E E )  when the image subtraction is carried with a back- 
ground image. As shown in Fig. 4, the EE changes ex- 
tremely when an object is appeared and disappeared. 
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Fig. 4 Object appearance detection with EE 

As can be seen, the values of existence energy (EE) 
are always kept large enough to distinguish the differ- 
ences between appearance and disappearance of an tar- 
get. If a target exists, the values of EE can be also used 
to determine the threshold value for extracting it from 
background. 

After the position of the target in wide viewing field 
is detected, the pointable camera will be rotated so that 
the image of the target will be centered at the viewing 
field of the pointable camera. Since the viewing angle 
of the pointable camera is narrow, the gaze point must 
be further determined when the size of the target is too 
large. For example, to gaze at the head or the hand of a 
person, or even to gaze at hisher eye or mouth, the gaze 
selection can be done in the wide viewing field and/or in 
the narrow viewing field depending on the models used 
in motion tracking and in feature recognition. 

Mouth region selection 

Fig. 5 Flow diagnun for exhacting the region between lips 
from YIQ images 

The intensity of the lips is so similar to the one of 
skin around lips that makes it difficult to extract the lips 
region stably. For this reason, many systems use special 
lighting or require the user to paint his lips with a spe- 
cial color for lip movement analysis. From the fact of 
the intensity of the region between lips is obviously lower 
than the region around it, and the shape of the region be- 



tween lips meaningfully expresses the movement of lips, 
we analyze the shape variation of the region between lips 
to  determine the open/close of mouth rather than to ana- 
lyze the variation of  lips movement directly. The flow 
diagram from the input of YIQ images of a user's head 
to the output of the region between two lips is shown in 
Fig. 5. 

To  determine whether the mouth is open o r  closed 
from the shape of the region between lips, we need t o  
describe it quantitatively. The width and the size of the 
region between lips are used as parameters to  determine 
the open/close of mouth. Assuming that the user will 
open/close his mouth when utterslnot utters, the begin/ 
end of the utterance can be determined by the variations 
of those parameters. As shown in Fig. 6, both the size 
(a) and width (b) of the region between lips will be in- 
creased when the utterance is  begun, and will  be de- 
creased when the utterance is ended. The size and the 
width of the region between lips stably remain small dur- 
ing no uttering. However, during an utterance, the mouth 
will not always open. The temporarily closing of mouth 
when speaking must be detected when the user is speak- 
ing, the temporary closing of mouth must be detected, if 
the open/close of mouth is used to indicate the beginlend 
of an utterance. 
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Fig. 6 The variation of size and width of the region between 
lips during a typical dialogue 

From the observation on Fig. 6, when an utterance is 
really ended, the size of the region between lips will re- 
main small at least two frames. The real end of an utter- 
ance can be detected by setting a counter to monitor the 
closure of mouth. The detection of the span of dialogue 
can be summarized as  follows: 

Begin of an utterance: 
Both increase on the width and the size of  the re- 
gion between lips. 

End of an utterance: 
Both decrease on the width and the size of the re- 
gion and the region size remains small at least two 
frames. 

We are developing an anthropomorphous interface 
agent system called VSA with a realistic facial image and 

a speech dialogue function [9,10]. At present, the speech 
recognition system in our VSA uses a foot switch. In- 
corporating the vision system with dual viewing angles 
into the VSA, we are planning to make a more uncon- 
strained and user-friendly environment of the VSA. 

5 Conclusion 

We have proposed a vision system with dual viewing 
angles which is capable of simultaneously tracking and 
recognizing a person in front of it, and constructed a user- 
friendly speech dialogue environment based on it. 

For catch up with the moving object fast, a modified 
motion energy (MME) for  estimation of movement is de- 
fined and the MME can also be used to determine a thresh- 
old value dynamically to  extract the motion region be- 
tween two consecutive frames. Another existence energy 
(EE) is  defined to detect the existence of an object and 
to segment the target from background image if it exists. 

By using the dual viewing angles, we have shown that 
the spatial constraints on common speech dialogue sys- 
tems can be solved by the use of computer vision to de- 
tect the open/close of the user's mouth, and then to indi- 
cate the continuous speech recognition system the begin1 
end of  the user's utterance. 

References 

[I] B. A. Mayer and M. B. Rosson. "Human Factor in Comput- 
ing Systems." Proc. SIGCHI'92. Monterrey, CA, 1992. 

[2] A. H. Gee and R. Cipolla, "Non-Intrusive Gaze Tracking 
for Human-Computer Interaction." Roc. Mechatronics and 
Machine Vision in Practice. Toowoomba, Australia, 1994. 

131 T. E. Hutchinson, K. P. White, W. N. MArtin, K. C. Reichert, 
and L. A. Frey, "Human-Computer Interaction Using Eye- 
Gaze Input," IEEE Trans. on Systems. Man and Cybernet- 
ics. Vol. 19. No. 6, pp. 1527-1534, 1989. 
J. M. Rehg and T. Kanade, "DigitEyes: Vision-Based Hu- 
man Hand Tracking," CMU-CS-93-220, 1993. 
T. Baudel and M. Beaudouin-Lafon, "Charade: Remote con- 
trol of Objects Using Free-Hand Gestures," Communica- 
tion of the ACM, Vol. 36, No. 7, pp. 28-35, 1993. 
Y. Huang, H. Dohi and M Ishizuka,"A Realtime Visual 
Tracking System with Two Cameras for Feature Recogni- 
tion of Moving Human Face," Proc. 4th IEEE Int' Wrokshop 
on Robot and Human Communication(R0-MAN'95). pp. 
170-175, Tokyo, 1995. 
K. Mase and A. Pentland, "Automatic Lipreading by Opti- 
cal-Flow Analysis." IEICE Trans. Information and System. 
Vol. J73.. No. 6, pp.796-803, 1990. 
K. Ebihara, J. Ohya, F. Kishino, "A Study of Real Time 
Facial Expression Detection for Visual Space Teleconfer- 
encing," IEEE Int'l. Workshop on Robot and Human Com- 
munication. Tokyo, pp. 247-252, 1995. 
H. Dohi and M. Ishizuka, "A Visual Software Agent con- 
nected with WWW/Mosaic," Proc. Multimedia Japan '96. 
pp. 392-397, Yokohama. 1996 
Y. Hiramoto, H. Dohi and M. Ishizuka, " A Speech Dia- 
logue Management System for Human Interface employing 
Visual Anthropomorphous Agent," Proc. 3rd IEEE Int'l 
Workshop on Robot and Human Communication(R0- 
MAN'94). pp. 277-282, Nagoya, 1994. 
S. Akamatsu. T. Sasaki, H. Fukamachi and Y. Suenaga, 
"Automatic Extraction of Target Images for Face Identifi- 
cation Using the Sub-space Classification Method," IEICE 
Trans. Information and System, Vol. E76-D, No. 10, pp. 
1190-1198, 1993. 




