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Abstract 

It is important t o  use pattern information (e.g. 
T V  newscasts) and textual information (e.g. news- 
papers) together. For this purpose, we describe a 
new method for aligning articles in T V  newscasts 
and newspapers. In order to  align articles, the align- 
ment system uses words extracted from telops in T V  
newscasts. The recall and the precision of the align- 
ment process are 89% and 86%, respectively. 

1 Introduction 

Pattern information and natural language infor- 
mation used together can complement and rein- 
force each other to  enable more effective commu- 
nication than can either medium alone [Feiner 911 
[Nakamura 931 [Watanabe 961. One of the good ex- 
amples is a TV newscast and a newspaper. In a 
T V  newscast, events are reported clearly and intu- 
itively with speech and image information. On the 
other hand, in a newspaper, the same events are re- 
ported by text information more precisely than in 
the corresponding T V  newscast. Figure 1 and Fig- 
ure 2 are examples of articles in T V  newscasts and 
newspapers, respectively, and report the same acci- 
dent, that  is, the airplane crash in which the Secre- 
tary of Commerce was killed. However, it is difficult 
to  use newspapers and T V  newscasts together with- 
out aligning articles in the newspapers with those 
in the T V  newscasts. In this paper, we propose a 
method for aligning articles in newspapers and T V  
newscasts. 

In T V  newscasts, the image and the speech infor- 
mation are main modalities. However, it is diffi- 
cult to  obtain the precise information from these 
kinds of modalities. The  text information, on the 
other hand, is a secondary modality in TV news- 
casts, which gives us: 

explanations of image information, 

summaries of speech information, and 

information which is not concerned with the re- 
ports (e.g. a time signal). 

In these three types of information, the first and 
sencond ones represent the contents of the reports. 
Moreover, it is not difficult to  extract text infor- 
mation from T V  newscasts. It is because a lots of 
works has been done on character recognition and 
layout analysis [Sakai 931 [Mino 961. Consequently, 
we use this textual information for aligning the T V  
newscasts with the corresponding newspaper arti- 
cles. The method for extracting the textual infor- 
mation is discussed in Section 3.1. But,  we do not 
treat the method of character recognition in detail, 
because it is beyond the main subject of this study. 

2.2 Newspapers 

A text in a newspaper article may be divided into 
four parts: 

headline, 

explanation of pictures, 

first paragraph, and 
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the rest. 
2.1 TV Newscasts 

In a text of a newspaper article, several kinds of in- 
formation are generally given in important order. In 

In a TV newscast, events are generally other words, a headline and a first paragraph in a 
in the following modalities: newspaper article give us the most important infor- 

image information, mation. In contrast to  this, the rest in a newspa- 
per article give us the additional information. Con- 

* speech information, and sequently, headlines and first paragraphs contain 
more significant words (keywords) for representing 

text information (telops). the contents of the article than the rest. 



Figure 1: An Example of T V  news articles ( N H K  evening T V  newscasts; April, 4, 1996) 
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Figure 2: An example of newspaper articles (Asahi Newspaper; April, 4, 1996) 
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Figure 4: An example of title texts 
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Figure 3: Examples of texts in the T V  newscast 

On the other hand, an explanation of a picture in 
an article shows us persons and things in the picture 
that  are concerned with the report. For example, 
texts in bold letters under the picture in Figure 2 is 
an explanation of the picture. Consequently, expla- 
nations of pictures contain many keywords as well 
as headlines and first paragraphs. 

In this way, keywords in a newspaper article are 
distributed unevenly. In other words, keywords are 
more frequently in the headline, the explanation of 
the picture, and the first paragraph. In addition, 
these keywords are shared by the newspaper arti- 
cle with T V  newscasts. For these reasons, we align 
articles in T V  newscasts and newspapers using the 
following clues: 

location of keywords in each article, 

3 Aligning Articles in TV Newscasts 
and Newspapers 

3.1 Extracting Nouns from Telops 

An article in the T V  newscast generally shares 
many words, especially nouns, with the correspond- 
ing article in the newspaper. Making use of these 
nouns, we align articles in the T V  newscast and in 
the newspaper. For this purpose, we extract nouns 
from the telops as follows: 

Step 1 Extract texts from the lower third region 
and left/right quarter regions of the TV images 
(Figure 3) by hands. I t  is because these re- 
gions contain more nouns which represent the 
names of persons and things than the other re- 
gions. When the text is a title, we describe it. 
I t  is not difficult t o  find title texts because they 
have specific expression patterns, for example, 
an underline (Figure 4 and a top left picture in 
Figure 1). In addition, we describe the follow- 
ing kinds of information: 

size of each character 

distance between characters 

Step 2 Divide the texts extracted in Step 1 into 
lines. Then, segment these lines a t  the point 
where the size of character or the distance be- 
tween characters changes. For example, the 
text in Figure 3 (b) is divided into ''fl@R (Ok- 
inawa Prefecture)", ''Am (Ohta)", and "%IS 
(Governor)". 

Step 3 Segment the texts by the morphological an- 
alyzer JUMAN [Matsumoto 961. 

frequency of keywords in each article, and Step 4 Extract nouns from the results of the mor- 
phological analysis if the last word is a noun. 
I t  is because a text the last word of which is 

length of keywords. not a noun is mostly a quotation of a speech. 
For example, the last word in Figure 5 is not a 



i : the part of a newspaper 
j : the part of a T V  newscast 

1 : title 

i {  3 2 : : explanation first paragraph of pictures 

4 : t he res t  

j = {  2 1 : : t he res t  title 

Figure 5: An example of a quatation of a speech 
Table 1: The weight w(i, j )  

noun but an adjective. A quotation of a speech 
is used as the additional information and may 
contain inadequate words for aligning articles. 
In consequence, we don't use words in quota- 
tions of a speech for aligning articles. 

3.2 Extraction of Layout Information in 
Newspaper Articles 

For aligning with articles in T V  newscasts, we 
use newspaper articles which are distributed in the 
Internet. The reasons are as follows: 

articles are created in the electronic form, and 

articles are created by authors using HTML 
which offers embedded codes (tags) t o  designate 
headlines, paragraph breaks, and so on. 

Taking advantage of the HTML tags, we divide 
newspaper articles into four parts: 

headline. 

explanation of pictures, 

first paragraph, and 

the rest. 

The procedure for dividing a newspaper article is as 
follows. 

1. Extract a headline using tags for headlines. 

2. Divide an article into the paragraphs using tags 
for paragraph breaks. 

3. Extract paragraphs which start  " <4g (pic- 
ture),) " as the explanation of pictures. 

4. Extract the top paragraph as the first para- 
graph. The  others are classified into the rest. 

3.3 Procedure for Aligning Articles 

Before aligning articles in T V  newscasts and 
newspapers, we chose corresponding T V  newscasts 
and newspapers. For example, an evening T V  news- 
cast is aligned with the evening paper of the same 
day and with the morning paper of the next day. We 
aligned articles within these pairs of T V  newscasts 
and newspapers. 

The  alignment process consists of two steps. 
First, we calculate reliability scores for an article 
in the T V  newscasts with each article in the cor- 
responding newspapers. Then, we select the  news- 
paper article with the maximum reliability score as 
the corresponding one. If the maximum score is less 
than the given threshold, the articles are not aligned. 

As mentioned earlier, we calculate the reliability 
scores using these kindes of clue information: 

location of words in each article, 

frequency of words in each article, and 

length of words. 

If we are given a T V  news article x and a newspaper 
article y, we obtain the reliability score by using the 
words k(k = 1 . . .  N) which are extracted from the 
T V  news article x: 

where w(i, j) is the weight which is given to  accord- 
ing to  the location of word k in each article. We 
fixed the values of w(i, j) as shown in Table 1. As 
shown in Table 1, we divided a newspaper article 
into four parts: (1) title, (2) explanation of pictures, 
(3) first paragraph, and (4) the rest. Also, we di- 
vided texts in a T V  newscasts into two: (1) title, and 
(2) the rest. It is because keywords are distributed 



Figure 6: The  results of the  alignment 

the number of the articles in the TV newscasts 
the number of the corresponding article pairs 
the number of the pairs of aligned articles 
the number of the correct pairs of aligned articles 

unevenly in articles of newspapers and T V  news- 
casts. fpoper(i, k) and f ~ v ( j ,  k )  are the frequencies 
of the word k in the location i of the newspaper 
and in the location i of the T V  news, res~ectivelv.  
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114 
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, . 
length(k) is the  length of the word k. 

Figure 7: An example of a sports  news article 

4 Experimental Results 

To evaluate our approach, we aligned articles in 
the following T V  newscasts and newspapers: 

NHK evening T V  newscast, and 

Asahi Newspaper (distributed in the Internet). 

We used 160 articles of the evening T V  newscasts in 
this experiment. As mentioned previously, articles 
in the  evening T V  newscasts were aligned with ar- 
ticles in the  evening paper of the  same day and in 
the morning paper of the  next day. Figure 6 shows 
the results of the alignment. In this experiment, the 
threshold was set t o  100. We used two measures for 
evaluating the  results: recall and precision. T h e  re- 
call and the  precision are 89% and 86%, respectively. 
We may say that  our approach is effective, because 
the precision and recall are relatively high. 

One cause of the failures is abbreviation of words. 
For example, ''@aj&R ((shinvo-bko)" is abbrevi- 
ated to  ''E& (shinkin)". In our method, these words 
lower the reliability scores. To  solve this problem, we 
would like t o  improve the  alignment performance by 
using dynamic programming matching method for 
string matching. 

In this experiment, we didn't align the T V  news 
articles of sports, weather, stock prices, and foreign 
exchange. I t  is because the  styles of these kinds of 
T V  news articles are fixed and quite different from 
those of the  others. From this, we concluded that  
we had better align these kinds of T V  news articles 
by the different method from ours. As a result of 
this, we omitted T V  news articles the title text of 
which had the  special underline for these kinds of 
T V  news articles. For example, Figure 7 shows a 
special underline for a sports news. 

5 Conclusion 

In this paper, we propose a new method for align- 
ing articles in T V  newscasts and newspapers. T h e  
obtained results contributes to the information re- 
trieval and multimedia. For example, the  results are 

useful for the construction of the  image retrieval sys- 
t em which uses the explanation texts of image da ta  
as clues for content based retrieval. 
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