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Abstract 

This paper tlescribes a single-board real-time 
vision system witli 256 SIMD processors and 
its performance. The newly developed LSI, 
IMAP-VISION, integrates 32 &bit processors, 1 
I<byte/l>rocessor on-chip memories and an exter- 
nal memory interface with 160 Ml)yte/s bandwidth 
on a single chip. With eight IMAP-VISION chips 
and eight 16 Mhit synclironous DRAMS as exter- 
nal memories, the system has peak performance of 
10.24 GIPS i ~ s  well as meinory capacity to hold 
four 256 x 256 &bit images in IMAP-VISION on-chip 
memories, and 256 images in external memories. 
Data transfer between on-chip and external mem- 
ories can be carried out asynchronously and concur- 
rently wit11 computations to enable efficient use of 
external memories for memory intensive algoritlims. 
Performance for several algorithms such as labeling, 
liough transfornl, optical flow, and stereo matcliing 
is shown to 1)e inticli faster than tlie video rate. 

1 Introduction 

An SIMD processor array has been shown to 
be suitable for image processing[l]-[3]. We have 
proposed ail integrated memory array processor 
(IMAP), which enabled the design of a compact and 
high performance system, and have built real-time 
vision systems[4]-(71. Although the IMAP cliip has 
high levels of computational ability by integrating 
one-dimensional SIMD processors and large capac- 
ity meinories on a single cliip, its on-chip meinory 
capacity is sometimes insufficient for flexible execu- 
tion of complicated algorithms. 

We have developed a new version of IMAP cliip, 
IMAP-VISION, whicli has a high bandwidth exter- 
nal memory interface witli an efficient data transfer 
mechanism. Using the external memory, each pro- 
cessor can make use of high speed on-chip memory 
and large capacity external memory. 

This paper describes architecture of the IMAP- 
VISIOX chip and the single-board real-time vision 
system, and discusses performance figures for some 
image processing algorithms. 
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Figure 1: IMAP-VISION chip and external memo 
block diagrani 

2 IMAP-VISION Chip Architecture 

Figure 1 shows t,lie IMAP-VISION cliip config- 
uration that integrates 32 &bit processors and 32 
8-Icbit SRAMs. Processors are connected in series 
to configure an one-dimensional SIMD processor ar- 
ray. Instructions for the processors are given from 
an external control processor. The IMAP-VISION 
specifications are listed in Table 1 and chip microph- 
tograpli is shown in Figure 2. 

2.1 External Memory 
In our previous IMAP cliip, each processor has a 4 

Kbyte on-chip memory[G]. The new IMAP-VISION 
chip, although each processor has only 1 Icbyte on- 
chip memory, can access 64 Iibyte/processor ex- 
ternal memory in a 16 Mbit Syncllronous DRAM. 
Data is transferred as a 32 byte block data (1 
byte/processor) witli 160 Mbyte/s bandwidth. The 
data transfer can be issued n~ynchronously and con- 
currently with the con~putations. 

Figure 3 shows overlap effect of data transfer he- 
tween on-chip and external memories when 3 x 3  av- 
eraging filter is applied to images stored in the on- 



access bandwidth 

Table 1: IMAP-VISION chip specifications chip memory and the external memory. 
I t  takes 140.711s to apply 3 x 3  averaging filter 

to  images stored in tlle on-chip memory (Figure 
3a). Figure 3h shows sequential execution t,o im- 
ages stored in the external memory and Figure 3c 
sliows overlap execution. The overlap execution re- 
duces data transfer overhead from 73% to 9%). 

2.2 Bit-Pack Function 

The IMAP-VISION chip uses 8-bit processors for 
computation, however, it is important in some appli- 
cations to  improve binary image processing perfor- 
mance. We implemented a hit-pack function which 
packs the binary values of eight-connected neighbor 
pixels into one byte of data  within one clock cycle 
(Figure 4). Performance results for 3 x 3 binary logi- 
cal operation, thinning and labeling which make use 
of the hit-pack function are discussed in Section 4. 
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Figure 4: Bit-pack funct.ion 

3 IMAP-VISION System 

Figure 5 shows tlle IMAP-VISION system with 
the IMAP-VISION hoard installed in a host work- 
station. Figure 6 shows the IMAP-VISION hoard 
itself. The IMAP-VISION hoard integrates eight 
IMAP-VISION chips, eight 16-Mlit synchronous 
DRAMS, a control processor, video interface and 
VME64 interface using both sides of one double- - 

Figure 2: IMAP-VISION cliip micropl~otograph height VME hoard. 
Figure 7 shows a hlockdiagranl of the IMAP- 

VISION system which focuses on the control proces- 
(a) Images stored in On-chip Memory sor. The control processor consists of a sequencer, a 
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Figure 3: Overlap effect of data  transfer between 
on-chip and external memories Figure 5: IMAP-VISION system 
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Figure 7: IMAP-VISION system configuration 

Figure 6: IMAP-VISION board 

16-bit processor, a 64 Kword program memory, a 64 
Kword data memory and a bus controller. 

The sequencer controls the program sequence. It  
changes the sequence when subroutine calls, inter- 
rupts, and branch instructions are issued. 

The program memory holds a long instruction 
word program code which consists of a control pro- 
cessor instruction and an IMAP instruction. The 
sequencer fetches and broadcasts instructions to the 
IMAP processor array every clock cycle. 

The 16-bit processor is used not only for address 
calculations in IMAP load/st,ore instructions, but 
for execut,ion of sequential algorithm which cannot 
be well mapped on the IMAP processor array. 

The bus controller regulates memory access from 
a host workstation to d l  memories and block data 
transfer between on-chip and external memories. 

This controller allows the host workstation to access 
the data without collision as in its own memory, even 
when a real-time vision task is running. 

By using eight IMAP-VISION chips connected in 
series, the board has a one-dimensional 256 proces- 
sor array with a 10.24 GIPS peak performance. The 
on-chip and the external memory can holds 4 frames 
and 256 frames of 256x256 pixel &bit image, re- 
spectively. Bandwidth between the on-chip and the 
external memory is 1.28 Ghyte/s which enal~les the 
transfer of 644 frames in 33.3 Ins, a.9 shown in the 
right, side of Figare 7. 

4 Performance 

Table 4 shows image processing performance of 
the IMAP-VISION hoard. All algoritlims are ap- 
plied to 256x240 pixel, 8-bit or binary images. The 
performance figures listed are tens to hundreds times 
faster than the video rate. The IMAP-VISION 
board has very high binary image processing per- 
formance, such as 0.045 ms for 3 x 3  binary logical 
operation which makes use of the bit pack opera- 
tion. 

4.1 Optical Flow 
Optical flow det,ection using 5 x 5 block gradient 

based estimation algorithm[9] applied to every pixel 
takes 5.6 ms. 

4.2 Thinning 
Thinning also utilizes the hit pack operation. One 

iteration of thinning takes 0.36 ms. The worst case 
scenario is a binary image filled with l's, which costs 
21.6 ms. A typical image shown in Figure 8a with 
the thinning result in Figure 81, has a run-time of 
4.5 ms. 



Table 2: Image processing performance 

4.3 Labeling 

Algorithm 

binarization 
3 x 3  binary logical operation 

3 x 3  laplacian filter 
3 x 3  convolnt ion 

3 x 3  median filter 
5 x 5  gaussian filter 
intensity histogram 

intensity histogram equalization 
90-degree rotation 

rotation 
scaling 

5 x 5  optical flow 
thinning (case of Figure 8) 

thinning (worst case) 
labeling (case of Figure 9)  

labeling (worst case) 
hough transform (1339 points) 
stereo matching (16 disparities) 

We developed a labeling algorithm in which the 
input image is binarized and the regions are shrunk 
using bit pack operation. Regions are then traced 
and labeled by the control processor. The bit pack 
operation is also used in this tracing phase to de- 
cide a direction to  trace. Labeling the image shown 
in Figure 9 whicli consists of 136 connected compo- 
nents takes 2.41 ms. The worst case scenario for this 
labeling algorithm has a run-time of 19.15 ms. 

4.4 Hough transform 
Houg11 transform for 1399 point takes 2.76 ms. 

Figure 10 shows a road detection example includ- 
ing 1399 point 11ougl1 transform. I t  took 5.01 nis 
to obtai11 the result shown in Figure lob I>y apply- 
ing: adaptive hinari~at~ion, OR-operation, edge de- 
tection, hough transforni voting, peak detection, and 
result line drawing. 

4.5 Stereo matching 
Stereo matching wit11 16 levels of disparities takes 

5.94 ms. First, 3 x 3  horizontal differential filter is 
applied to both left and right input images to detect 
vertical edges (0.272 nis). Then, 5 x 5 block matching 
is carried out in 0.354 ins for each of 16 disparities. 

Execl~tion 

(ms) 

0.036 
0.045 
0.186 
0.65 
1.07 
0.39 
0.082 
0.26 
0.51 
2.5 
1.68 
5.6 
4.5 
21.6 
2.41 
19.15 
2.76 
5.94 

5 Conclusion 

time 
Ratio to 
33 rns 
0.0011 
0.0014 
0.0056 
0.0196 
0.0321 
0.0117 
0.0025 
0.0078 
0.0153 
0.075 
0.0504 
0.168 
0.135 
0.648 
0.0724 
0.575 
0.0828 
0.178 

The IMAP-VISION chip architecture and the 

(a) Input Image (b) Result Image 

Figure 8: Thinning 

(a) Input Image (b) Result Image 

Figure 9: Labeling 

(a) Input Image (b) Result Image 

Figure 10: Hough transform 
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