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Abstract 2 ANN Classifiers 

The noise injection into the training samples has 
been shown to lead to  improvement of the gener- 
alization ability of artificial neural network(ANN) 
classifiers. In this paper, we investigate the posi- 
tive effect of the noise injection on the generaliza- 
tion ability of ANN classifiers in high dimensions. 
We further show that the noise injection technique 
is very useful in situations where the true Bayes er- 
ror is small. 

1 Introduction 

Raudys and Jain [I] point out that small sam- 
ple size always leads to  difficulties in designing ar- 
tificial neural network(ANN) classifiers. Hence, in 
small training sample size situations, a considerable 
amount of effort has been devoted to improvement 
of the generalization ability of ANN classifiers [2] [3]. 

Some authors [4] [5] showed experimentally that 
the noise injection into the training samples im- 
proves the generalization ability of the resulting 
ANN classifiers. Moreover, Matsuoka [6] and Grand- 
valet et al. [7] studied theoretically the noise injec- 
tion in terms of the smoothness of the mapping to 
be realized by a network. Holmstrom et al. [8] also 
studied theoretically the noise injection from view- 
point that using additive noise can be regarded as 
a kernel estimation. Bishop et al. [9] stated a rela- 
tion between training with noise and regularization. 
However, these theoretical works do not address the 
generalization error directly. We are interested in 
practical situations where the sample size is small, 
or the feature size is large. In small training sample 
size situations, we experimentally studied the effect 
of the noise injection on the generalization error of 
ANN classifiers [lo]. However, no attempt has been 
made to discuss the effect of the noise injection in 
high dimensions. 

In this paper, we investigate the effect of the noise 
injection on the generalization error of ANN classi- 
fiers in high dimensions. Experimental results show 
the effectiveness of the noise injection even in high 
dimensions. Furthermore, we show that the noise 
injection is an effective means of improving the gen- 
eralization ability of ANN classifiers, particularly 
when the true Bayes error is small. 
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We will consider ANN classifiers with one hidden 
layer. The input neurons correspond to the com- 
ponents of the pattern vector to  be classified. The 
hidden layer has m neurons. The output neurons 
correspond to the pattern class labels. For simplic- 
ity we will focus on the two-class problem. Hence, 
the number of output neurons is 2. Each neuron 
of one layer except the output layer is fully con- 
nected to that of the only next layer. The back- 
propagation(BP) algorithm [ l l ]  was used to train 
the ANN classifiers. Initial weights of a network 
were distributed uniformly in -0.5 to 0.5. Learning 
was terminated when the mean-squared error over a 
training set dropped below a specified threshold, or 
when the mean-squared error was unchanged. Here, 
the maximum number of iterations was set to 10000. 
The rate of convergence is considerably affected by 
the learning rate c. From preliminary experiments, 
we used c = 0.1. 

3 Noise Injection 

We describe the noise injection technique below. 
Consider now N training samples {x i ,  x i ,  . . . , x k  ) 
from class wi, where i = 1,2. The training samples 
with Gaussian noise, $j's, are given by 

where n is a random vector normally distributed 
with mean vector o and covariance matrix EI, and E 

is a parameter determining the magnitude of noise. 
We assume that n is a random vector independent of 
2:. Hence, n's should be generated independently 
for any given E .  When zj is normal with the mean 
vector pi and covariance matrix Xi, then the mean 
vector and covariance matrix of 2: are 

Using the training samples with Gaussian noise, i.e., 
gj's, ANN classifiers are trained. That is, the noise 
injected samples are repeatedly input to  the network 
during the BP learning, independently for each it- 
eration. Note that when E = 0, ANN classifiers are 



trained with the noiseless training samples. This 
means the conventional BP learning. 

4 Experimental Results 

We used the Ness data set [12] in which the di- 
mensionality can be changed. The Ness data set 
consists of pdimensional Gaussian data. The distri- 
bution parameters, pi and Xi, are shown below: 

p1 = [0, - a ,  0IT p2 = [A/2, 0, - - . ,  0, h/21T 

where A is the Mahalanobis distance between class 
wl and class wz, and Ip is the p x p  identity matrix. In 
this data set, the true Bayes error can be controlled 
by varying the values of A and p. 

It  is recommended in general that the number of 
training samples per class should be a t  least five to 
ten times the dimensionality [13]. However, in many 
practical situations, the ratio of the training sample 
size to the dimensionality is small. Hence, our ex- 
periments were conducted in situations where the 
ratio is less than 5. On the other hand, in order to 
estimate the reliable generalization error of result- 
ing ANN classifiers, we used 1000 test samples for 
each class. Note that the training samples are sta- 
tistically independent of the test samples. The esti- 
mated generalization errors were averaged over 100 
trials with the Monte Carlo method. Fresh samples 
were generated artificially by a computer on each 
trial. Through this paper, we assumed that each 
class has an equal prior probability. 

Now, in order to  evaluate the degree of improve- 
ment of the generalization ability, we will define the 
following criterion F: 

where E is the averaged generalization error of the 
ANN classifier trained by the conventional BP learn- 
ing, and EnOi,, denotes the averaged generalization 
error in the case of the noise injection. The result 
that F > 50 implies that use of the noise injection is 
effective in designing ANN classifiers. On the other 
hand, if F < 50, then it implies that the noise in- 
jection degrades the generalization ability of ANN 
classifiers. 

4.1 Experiment 1 

The purpose of this experiment is to study a be- 
havior of the ANN classifier trained by the noise in- 
jection in high dimensions. Varying values of the di- 
mensionality, we examined the influence of the noise 
injection with various values of variance E on the 
generalization error. The following experiment was 
conducted. 

No. of classes : 2 
Values of A : 2, 8 

Dimensionality p : 8, 16, 24, 32 
'Ikaining sample size N : 32/class 

Test sample size : 1000/class 
Hidden unit size m : 8, 256 

Variance E : 0.1, 1.0, 5.0 
Trials : 100 

In this experiment, the true   ayes errors were 
ranging from 0.65% to 18.64%. Fig.1 shows the re- 
sults. In almost all of results, the noise injection im- 
proves the generalization ability, even in high dimen- 
sions. These results suggest that the optimal value 
of E should exist for a particular problem. There- 
fore, the selection of the value of E is important in 
the noise injection. 

4.2 Experiment 2 

The purpose of this experiment is to study a re- 
lationship between the noise injection and the true 
Bayes error. Varying values of the true Bayes error, 
we examined the influence of the noise injection with 
various values of E on the generalization error. Our 
experiment was conducted as follows. 

No. of classes : 2 
Values of A : 2, 3, 4, 5, 6, 8 

Dimensionality p : 8, 32 
'Ikaining sample size N : N = plclass 

Test sample size : 1000/class 
Hidden unit size m : 8, 256 

Variance E : 0.1, 1.0, 5.0 
Trials : 100 

In this experiment, the ratio of the training sam- 
ple size to the dimensionality was set to one. Fig.2 
shows the results. In all of results, the noise injec- 
tion with E = 1.0 improves the generalization ability, 
regardless of the dimensionality. It is also interest- 
ing to note that as the true Bayes error decreases, or 
as the hidden unit size decreases, the positive effect 
of the noise injection becomes clear. 

5 Conclusions 

We have investigated the effect of the noise injec- 
tion on the generalization ability of ANN classifiers 
in high dimensions. Experimental results showed 
that if the value of E is properly selected, the noise 
injection is a very useful method for improving the 
generalization ability of ANN classifiers, even in high 
dimensions. Therefore, special attention should be 
paid to the problem of selecting the optimal value 
of E .  Experimental results suggest that in general, . 

the use of small values of E (say, E 5 1) is recom- 
mended. We believe that this is independent of the 
hidden unit size, the dimensionality and the true 
Bayes error. Furthermore, it is shown that as the 
true Bayes error decreases, or as the hidden unit 
size decreases, the positive effect of the noise injec- 
tion becomes clear. 
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Fig. 1: Dependence of the effect of the noise injection on the dimensionality. 
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Fig. 2: Dependence of the effect of the noise injection on the true Bayes error. 
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