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ABSTRACT

Given a serie of trinocular images ol an object, we have
developed a method lor building 3D Facets and 3D seg-
ments model of the object. From ecach triplet, a partial
description of the object, called 3D View, is extracted.
Irom the set of all extracted 3D Facets, a strategy for
guiding the object reconstruction, based on a statistical
method is developed. A 3D Matching Builder computes
matchings between the 3D Primitives of consccutive 3D
Views. Guided by the strategy, a Superstructure gatheres
all the matching informations given by the 3D Matching
Bulder in a set of equilalence classes. For each equiva-
lence class of Superstructure, a representative is derived.
The 3D Primitives model is finally computed merging
informations of 3D Iacet representives and 3D Segent
representives. This method implemented in Smalltalkso,
hus been applied on a series of stereoscopic real images
triplets; some results are provided at the end of the paper.

1. INTRODUCTION

Recoustructing 3D objects from a set of triplets of stereo-
scopic images is a hard task because it involves a preat
unumber of treatments and because additive noise is very
difficult to estimate. The accuracy of the reconstruction
may be increased by improving the quality of the data
at cach step of the reconstruction [5], by combining data
from dillerent sensors or by using elaborated and infor-
wative primitives [6].

In this paper, we explain how we build a 3D model of
an object using 3D Segments, Le. couples (origin, extrem-
ity) of 3D points. In 7], 3D segments are reconstructed
without taking the 2D neighbourhood of the correspond-
ing 2D sepments into account. This method is not robust
when the data are noisy. In [3], a single pertinent prim-
itive is selected in cach partial description and is used
as a coulidence island to guide the reconstruction. We
present here a method for characterizing cach 3D primi-
tive extracted from each partial description using neigh-
bouring relations. These relations deline a context which
is [ruitfully used to construct the model.

An object to be modelled is represented by a sequence
ol triplets of stercoscopic images which is supposed to
visualize the principal aspects of the object. Our recon-
struction system includes five main parts. The lirst sec-
tion presents the 3D Primitive Builder which builds a
partial representation of the object, called a 20 View, in
terms of the 3D segments and 3D facets extracted from a
particular triplet of stereoscopic images. The second sec-
tion presents the Strategy Builder which supervises the
reconstruction. The next section explains how the 3D
Matching Builder computes the moving between two 31
Views, using the sets of 3D primitives extracted from the
two corresponding triplets. Scetion § describes the Super-
structure Builder, which constructs cquivalence classes of
3D primitives, and the Model Builder which selects Lhe
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set of 3D primitives constituting the final model of the
object. Sowe experimental results are presented in the
last section.

2. THE 3D PRIMITIVE BUILDER

This module extracts 3D primitives from the set of
triplets of stereoscopic images of the object to be mod-
elled. There are two kinds of primitives: segments and
Jucets.

- For each image of a triplet, an edge detection provides a
sel of 2D Segments defined as pairs of 2D points. These
scgments are then assembled into 20 Fucets defined as
ordered chains of 2D Segments surrounding an homoge-
neous region [2]. The 2D Facets are supposed Lo corre-
spoud to the projections of the facets of the 3D object on
the image plane.

A stereovision algorithmn (1] provides 3D Segments us-
ing the three sets of 2D Segments extracted [rom each im-
age of the triplet. They are used to build the 3D Facets,
defined as ordered chains of coplanar 3D Segments. The
diflicult point is to retrieve the correct ordering of the 3D
segments constituting each 3D Pacet. Indeed, the result
of the stercovision is of poor quality beciuse of the errors
ol edge detection and because of the fact that some parts
which are visible in an image of the triplet are vecluded
in the other images. The 2D Facets of the three images of
the triplet are matched so as to determine the ordering of
the 3D Scgments by concurrently following the ordering
of the 2D segments of the 2D Facets.

If 3D Facets were only characterized by the chains of
segments reepresenting their edges, the strategy builder
could not efficiently control the reconstruction of the ob-
jeet.  Quantitative information is necessary.  Bach 3D
FFucet is thus associated with a vector of attributes com-
posed of two parts: Intrinsic parameters, whicl are prim-
itive dependent, and extrinsic parameters, like the neigh-
Louring relations, which are context dependent. For the
moment, we only use intrinsic parameters:

o The surface: It is computed as the sum of the signed

surfaces of all the triangles defined by the gravity
centre and two consecutive vertices of the 3D Facet,
The greatest and smallest inertia axes: They are
computed from the mertia axes of all the triaugles
defined by the gravity ceutre and two consecutive
vertices of the 3D Facet.

o The perimeter.

The mean distance between the gravity centre and
all the vertices of the 3D Facet.

The maximal distance between two vertices of the
3D Facet.

3. THE STRATEGY BUILDER

It would be too Lime consuming to match all the possible
pairs of 3D Views. Therefore, the Strategy Builder clab-
orates a reconstruction strategy, i.e. an order to match



pairs of consecutive 3D Views, [rom a statistical study on
the attribute vectors of all the 3D Facets of the sequence
ol stercoscopie triplets.

3.1. The Clusters

Fach 3D Facet can be considered as a point in a 6-
dimensionnal space corresponding to its attribute vector.
The axis represent the greater inertia axis, the perimeter,
the mean distance to the gravity centre and the maxi-
mal distance between two vertices. The 3D Facets are
grouped tuto clusters using the algorithm of K-Means [1].
A 3D Segment is built from three matched 2D Segments
all extracted from images of a stercoscopic triplet. The
quadity of the 3D Seguient reconstruction depends on the
2D Segmentation accuracy and the relative position of
cach of the three camera axes of the stercoscopic triplet.
In the image, an error of one pixel on the 21 Segment
extraction generates an error on the length of the recon-
structed 3D Segment that depends on the relative posi-
vons of the 3D Segment and the plane of the camera.
If the 3D Segment is almost collinear to the axis of the
camera, an error of one pixel generates an important dif-
ference on the length of the reconstructed 31 Segment. In
the same way the information on the 30D Segment length
is wore accurate if the 3D Segment is collinear to the
plane of the camera. From these observations,

the crror on the computed attributes (ie, area or
perimeter) is smallest when the normal to the 3D Facet
is collinear Lo the axis of the system of trinocular camera,
s0 we arbitrarily set the visibility angle of the 3D FFacet to
90 degrees. The number of clusters that we wish to find
is n, = 32Viewnumber Pl piethod compute n clusters,
the elements of which are ucighbors with the usual Eucli-
dican distance. From these 3D Facets clusters we deduce
3D Views clusters as follows.

Fach 3D Facet cluster correspond to a 3D View cluster,
delined as the set of 3D Views in which the 3D Facets of
the cluster appear. For example, let a 3D Facet cluster
be {FE FF R R PV}, where F? is the i-th 3D Facet
in 3D View number 3. The corresponding 3D View clus-
ter is { Vi, Vi, Vi, Vi), where Vi s 3D View number i A
3D View cluster includes the 3D Views comprising 3D
Pacets which are similar according to the distance used
e previous section.,

3.2, The Recoustruction Strategy

The reconstruction of the object is based on the match-
ings of 3D Primitives which belong to two consecutive 3D
Views of the sequence. T'wo matched primitives are sup-
posed to represent the same physical entivy. The Strategy
Builder has to find the set of 3D Views representing the
best candidates to start the reconstruction, and then to
determine how to mateh the successive 3D Views in order
Lo obtain the 30 structure of the object.

Llach 3D View ol a 3D View cluster is associated
with a weightaccording to the “position” of the 3D
View in the cluster, considering only series of consec-
utive 3D Views., For example, let 3D View cluster |
be {(Va, Vi, Vi, Vi, Vi, Ve, Vo) (Fig. 1). The 3D View Vy
has rank 2 in the series of five consecutive 3D Views
{Va, Vi, Vi, Ve, Vi } in which it is included.  The local
weight of the View is computed using its rank ¢« and the
length ol the series in the following way: Weigth(i,l) =

i irgi<if2
=i+l afif2agigl The global weight of a 3D
u utherwise

View is defined as the sum of the local weights of the
3D Views i cach cluster in which the 3D View appear.
Thus, in the example, the global weight of 3D View Vs is
3

A simularity between the 3D Facets belonging to close 3D
Views implies that these 3D Views have a high weight
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Figure 1. The computation of the weight of a 3D View.

d0View A

Figure 2. Computation of the 3D View Centre

as they belong to several clusters. So, the 3D View
associated with the highest weight, 3D View number 8
in the example, is used to start the reconstruction of
the object. The order of the matchings between con-
secutive 3D Views is determined by the longest series of
3D Views in which the highest weighted 3D View ap-
pear.  This series is scrutinized from left o right and
then from right to left, starting with the highest weighted
3D View. In the example, the order of the matchings
is (Ve,Vo)(Vo,10)(Vig, Via)(Vis,V2) (V2 Vi)(Ve,Vs). The
uext matchings are determined using the longest series
which have a common 3D View with the last processed
series. Il such a series does not exist, the series having
the highest weighted 3D View is selected, This process is
repeated until every 3D View appears in one matching at
least,

Then, the Strategy Builder invokes the 30D Matching
Builder to perform the matchings in the order which has
been established.

4. THE 3D MATCHING BUILDER

Currently, the matching between the 3D primitives of two
consecutive 3D Views is not implemented and we have
made the matchings manually. So, at this stage, we sup-
pose that the matching between the 3D primnitives of 3D
View A and 3D View B is known. The motion between
the two 3D Views is computed in three steps, supposing
that the object is rigid. We first determine reference 3D
Points in cach 3D View. These points are used to com-
pute the rotation the rotation and then the translation
between the 3D Views.

From these information, the expression of the transfor-
mation of a 3D Point in 3D View A to its corresponding

point in 3D View B is: Cy + Tan + Ran (Xa - Ca)
where Cy (resp. C'y) is the 3D View A (resp. 1) Centre

.'m is the translation between 3D View A and 3D View
B, and Ry is the rotation between 3D View A and 3D
View 13

4.0.1. Computation of the 3D View Centre

In each 3D View, the reference 3D Point C'4 (resp. C'p),
called Centre of View (Fig. 2), 1s computed as follows.



Lev 3DFacetSet 4 (resp. 3DFacetSety) be the set of
3D Facets in 3D View A (resp. 3D View B). Two 3D
Facets Iy and F} are chosen in 3D FacetSet 4 so that:
bullet the angle between their normals is as close to § as
possible :
bullet FL and F3 matches respectively Fj; and F§ in
3D FacetSety
Let N? (i € {A,B} and j € {1,2}) be a vector orthogonal
to F! and G! (i € {A,B} and j € {1,2}) the gravity
centre of F?. Let L? (i € {A,B} and j € {1,2}) the line
passing by G7 and having N7 as supporting vector, We
compute the 3D Segment [P}, P?] as L} passing by P’
(i€ {A,B} and j € {1,2}) and [P}, PP?] orthogonal Lo 19
and L} (i € {A,B}).

C4 (resp. Cp) is defined as the middle of [P}, P3] (resp.
[Pis, Pi))- :

From C4 and C'g we compute the vector rotation between
View A and View B.

4.1. The Computation of the Rotation

The vectorial rotation Hap is computed using Kim and
Aggarwal's method described in [8]. The rotation is rep-
resented by the vector of the rotation axis V and au angle
0 so that: 0 = ||V|| where V is given by:

(CGL-CaAGHANCECE-CAGE)

V=

and
ICrG Y -CACHACHGE -CAG)I
v 7ol 1
cos{d).= [QA(.AC;):],(I?AC“LJ_,]
) IPACAGR{IIVACHC )|
Let Vo= (Ve V) Vi), We have:
. 0 -y ny
M(V) = Ny 0 —Tix
—ny ne 0
and

Rap = I+ sin(@)M (V) + (1 — cos(8)) M (V)?

The nest step is the computation of the translation be-
tween 3D View A to 3D View B.

4-1.1.  The Compulation of the Translation

The error on the coordinates of the 3D Points C'y and
Cp (cl. Fig. 2) depends on the accuracy of the computa-
tion of the normals, which we do not kuow liow to esti-
mate for the moment. The translation is thus computed
using two new 3D Points S4 and Sk. Let Ph, (resp.
PZ,) be the projection of G (resp. G%) on Facet F3
(resp. I°4) and Phy (resp. PZy) be the projection of G
(resp. G%) on Facet Fj} (resp. F}}). Let S (resp. Sg) be
the widdle of the segment [P, Pé 4] (vesp. [Pl Péu)).
So, we define the translation as follows:

Tap = Cp + Rap(Sa — Ca),Ss

We present now the Superstructure, the aim of which
is to gather the information given by the 3D Matching
Builder.

5. THE SUPERSTRUCTURE

The information supplied by the 3D Prinntive Builder
and the 3D Matching Builder (3D Facel matchings, 3D
Sepment matchings and rotations and translations be-
tween 3D Views) is grouped in the Superstructure, which
15 used to construct the global model of the object.

The primitives are divided into equivalence classes:
Two primitives belong to the same class if they have
been matched by the 3D Matching Builder. As there are
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Figure 3. Structure of the 3D Facet (3D Segment) Super-
structure.

two kinds of primitives, facets and segments, the Super-
structure comprises two parts: The 3D Segment Super-
structure contains the equivalence classes of 3D Segments
whereas the 3D Facet Superstructure contains the equiv-
alence classes of 3D Facets (Fig. 3). A 3D Segment is
represented by the two 3D Points constituting its extrem-
itigs. A 3D Facet is represented by the list of the segments
constituting its edges, its gravity centre and the normal
to the least square plane of the facet. Each equivalence
class is associated with a element representative. The co-
ordinates of a 3D Segment representative are the mean
coordinates of the extremities of all the 3D Segments of
the corresponding class. The normal (resp. gravity cen-
tre) of a 3D Facet representative is the mean normal (resp.
gravity centre) of all the 3D Facets of the corresponding
class.

It is possible that two consecutive 3D Views have not
been matched, because, for example, the aspect of the
object changes between the two views. The coordinates
of all the 3D Priunitives of a scries of consecutive matched
3D Views are expressed in the [rame of a unique 3D View
of the series, chosen as reference. The elements represen-
tative of these primitives constitute a so called Skeleton
of the object, i.e. the structure of a part of the object,
corresponding to a given angle of view (cf. Fig. 3).

6. THE MODEL

A 3D Vacet can be viewed as an ordered set of 3D Seg-
ments, but also as a sct of 3D Scginents verilying the
same property of coplanarity (ie. the coordinates of the
3D Segments extremities verily the following equation:
ax+by+cz+d=0). This second point of view makes it eas-
ier to formalize the 3D reconstruction of the object. The
model of the object is constituted by the 3D Segments
representative transformed so that these coordinates of
3D Segments extremities verify the equation that char-
acterize the least means square plane computed from the
set of 3D Points of the 3D Facet. We have developed a
method for computing the plane of a 3D Facet from its set
of coplanar 3D Facets. Here we present only the compu-
tation of the 3D Segments of the Model and we suppose
that the 3D Facets of the Model are the 3D Facets repre-
sentatives of the Superstructure (cf section 5). We sketch
now our method for computing the 3D Segments of the
Model. Let Reps be the set of 3D Segments represen-
tative and ftepp be the set of 3D Facets representative,
Let Cluss, denote the equivalence class » is the element
representative of which. Let LSegy be the list of 3D Seg-
ments of the 3D Facet [ and Py(s) be the projection of
the segment s on f. The set of 3D Segments Sy of the
wodel SegMod is computed in the [ollowing way (IMig. 4):
FFor each 3D Segment representative Seqp, in Reps, we first
look for a 3D Segment (3D Segment k) such that:

e 3D Segment k is in the Classg,,,, and
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Figure 4. Computation of the 3D Segments of the model.

o there exists a 3D Facet representative Frop in
Repp and a 3D Facet + in Classy,,, such that
3D Segment k is in LSegsp racer

If a such 3D Segment k exists then the 3D Segment Sy
i SegMod is Pr,,, (Srep); otherwise, Saroq is Srep.

In this way, the contextual information constituted by
the 3D Facets representative and the intrinsic informa-
tion constituted by the reconstructed 3D Segments are
merged.  Therefore, a set of 3D Segments detected as
coplanar by the 3D Facet Builder and incorrectly recon-
structed can be adjusted. We are currently studying more
precisely how to solve the inconsistencies of the informa-
tion contained in the Superstructures.

7. EXPERIMENTAL RESULTS

Our system have been experimented on series of cali-
brated triplets of stereoscopic images. We present liere an
exaniple of results on o serie of 20 triplets. The triplets
have been irregularly shot during a complete revolution
around the object. The object, a cardboard box, is rather
simple because the implementation of the matching mod-
ules is not yet achieved. Their results have been simu-
lated.

The 3D Builder, implemented in C language, con-
structs a representation (a 3D View) of every triplet in
terms of 3D Facets and 3D Segments (Fig. 5). 65 3D

Figure 5. A sample of 3D Views
Facets have been extracted from the 20 3D Views., After
computation of their attribute vectors, the facets have
been divided into 4 clusters using the K-mcan algorithm.
Clusters 1, 2, 3, 4 and 5 include respectively 22, 7, 4,
15, and 17 3D Facets., The reconstruction performed ac-
cording Lo the order established by the Strategy Builder
has provided 4 Skeletons (Fig. 7). The Superstructure
and Model builders are been implemented in Smalltalk80.
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Figures 7.a and 7.b show that the quality of the result is
almost acceptable when the reconstructed 3D Segments
are not too much noisy. The 3D Facet information forces
the planarity of a set of 3D Segments include in same 3D
Facet (ef. Fig. 7.b). When the reconstructed 3D Scegments
are noisy, they cannot be merged into the 3D Faceus. It
seems necessary Lo use extra contextual information, such
as groups of connected segments or groups of colinear seg-
ments.

8. CONCLUSION

The originality of our approach is the use of 3D Facets
as global 3D primitives but also as contextual informa-
tion about the 3D Segments provided by the stereovision
process. The relations of coplanarity between segments
is propagated through all the successive steps of the re-
construction, until the constitution of the final model.
We must now pay a particular attention to three main
points:

e Introduce new 3D primitives, such as colinear 3D Seg-
ments and coplanar 3D Facets, to be efficiently used dur-
ing the construction of the final model.

e Reconstruct 3D Segments (i.e. edges of the object) by
intersecting 3D Facets, when it is possible.

® 'l'o be able to solve the inconsistencies of the informa-
tion of the Superstructure and to revise the division into
equivalence classes.

The second point strongly depends on the third point, to
which our [uture effort must be devoted. The redundancy
of the information provided by the Superstructure might
allow us to obtain much better results,
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