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ABSTRACT 
In this paper, a novel method is proposed to recog- 

nize the type of mesh pattern synthesized in a binary 
text image. Since the pixels of mesh pattern are regu- 
larly arranged, it is intuitive to  identify the type of mesh 
pattern by analyzing the regularity of black pixels in the 
considered image. To achieve the recognition goal, the 
coefficient of correlation between the input image and 
the mesh pattern stored in the database is calculated to  
determine the type of mesh pattern presented in the in- 
put image. Experimental results are conducted to verify 
the validity of our proposed method. 

1 INTRODUCTION 
Text characters synthesized with mesh patterns ap- 

pear in many disk top publications frequently. For in- 
stance, the title together with certain mesh pattern em- 
phasizes the importance of an article to attract the in- 
terest of readers. Computer systcm designers utilize 
the mesh patterns in flowchart design to distinguish one 
module from other modules. However, if the document 
is synthesized with mesh patterns, the performance of 
available optical character recognition system will dete- 
riorate drastically. Hence, removing the mesh pattern 
from the synthesized text characters before the char- 
acter recognition process is prerequisite to resolve the 
recognition problem. To achieve this, the identity of 
mesh pattern in the synthesized images is firstly identi- 
fied. And then a specified filter is designed to filter out 
the mesh pattern. In this paper, we will propose a novel 
method to identify the identity of mesh pattern in the 
synthesized images. 

A mesh pattern can be considered as a region with 
regular textures. Texture is an important character- 
istic feature in the image analysis. During the past 
years, three major approaches, statisticnl, spectral, and 
structural[l - 51, have been developed to extract the tex- 
ture information. In the statistical approach, the im- 
age texture is considered as finding the useful features 
such as the fineness, coarseness, contrast, directional- 
ity, roughness, and regularity of images. In practice, 
the co-occurrence matrix approaches are widely used 
to extract the texture information of images. How- 
ever, the texture information is character'ized by a set 
of multi-dimensional features in these methods. Spec- 
tral techniques[6, 7) are based on the Fourier spectrum 

and are primarily used to detect global periodicity in an 
image by identifying the high-energy or narrow peaks 
in the spectrum. As to structural techniques[8, 91, they 
deal with the arrangement of image primitives, such as 
the description of texture based on regularity space. 

Recently, the texture spectrum method[4,5] has been 
proposed as a statistical approach to analyze the texture 
signals. The texture unit is designed t o  characterize the 
local texture for a given pixel and its neighborhood. The 
texture information can be characterized as the texture 
spectrum which is the occurrence frequency function of 
all texture units within the image. However, all of them 
are the gray-scale images application. 

Carefully analyze the binary mesh pattern images, 
we perceive that the black pixels(value 1) of mesh pat- 
tern are arranged regularly and the mesh pattern can 
be considered as a region with regular texture. A novel 
method is developed to recognize the mesh pattern type 
presents in the considered text image by analyzing the 
regularity of black pixels. 

2 THE APPROACH 
The methodology of our proposed method is com- 

posed of five main modules: (1) noise removal; (2) gener- 
ation of pixel arrangement histogram; (3) data filtering 
and normalization of statistical data; (4) measurement 
between two statistical data sets; (5) correlation match- 
ing. 

Before describing the five modules, an encoded func- 
tion is firstly defined to facilitate the later process. 

Consider a pixel P and its eight neighboring pixels 
Po, PI ,  . . . , P7 as shown in Figure l (a) ,  the arrangement 
of these eight pixels can be encoded by 

and a byte value cpp (0 -- 255) as shown in Figure l ( b )  is 
accordingly obtained. Note that for conciseness sake an 
encoded value cp, for example cp = 63, is represented in 
hexadecimal form such as 3FI6 in the rest of the paper. 

Module 1 : Noise removal 

Noise removal module is a preprocess procedure to re- 
move the unwanted noises, improve the quality of input 



Figure 1: (a) A pixel P and its eight neighboring pixels, 
(b)  the encoded byte of these eight neighbors. 

image and enhance the performance of later recognition 
task. 

In the processed image, if a pixel P in a 3 x 3 mask 
satisfies 

the pixel P will be treated as a black noise and removed. 
Besides, if the pixel P satisfies the following criteria : 

2. cpp = IFl6 or cpp = F8i6 or 9 p  = 6BI6 or cpp = 
06167 

the pixel P will be considered as a white noise and will 
thereby be set as a black pixel. In the noise removal 
module, the black and white noises presented in an im- 
age will be processed accordingly following the stated 
principles. 

M o d u l e  2 : Genera t ion  of pixel a r rangement  his- 
t o g r a m  

The main purpose of this module is to reflect the 
geometric arrangement of a pixel by encoding its corre- 
sponding neighborhoods. All pixels in the mesh pattern 
image are encoded by Equation (1). Then count the 
number of pixels for a particular arrangement code 9 ,  
denoted r[9] ,  to generate the arrangement histogram for 
each possible arrangement. 

To best illustrate the generation of arrangement his- 
togram, let us consider the image consisting of horizon- 
tal and vertical lines as shown in Figure 2(a). After 
encoding and counting the number of pixels for all ar- 
rangements. an arrangement histogram as shown in Fig- 
ure 2(b) is thus obtained. Since the pixels of mesh pat- 
tern is regularly arranged, some arrangements of pixels, 
such as 42i6, 18i6, 9416, etc., as shown in Figure 2(c) 
occur frequently. 

An example of synthetic binary image as shown in 
Figure 3(a) is generated by adding a text character 'A' 
into the mesh pattern (e.g., Figure 2(a)). The arrange- 
ment histogram as shown in Figure 3(b) for this syn- 
thetic image can be obtained accordingly by making use 
of the above rules. Making comparisons between the 

(a) (b) 

Figure 2: (a) Mesh pattern image with horizontal and 
vertical lines, (b) the arrangement histogram of (a). 

Figure 3: (a) An image with character 'A' and 'grid' 
mesh pattern, (b) the arrangement histogram of (a) be- 
fore filtering, (c) the arrangement histogram of (a)  after 
filtering. 

two arrangement histograms of Figures 2(b) and 3(b), 
the pixels whose arrangement code is changed due to 
the appearance of boundary pixels are very rare. That 
is; the arrangement histogram would not be changed too 
much even though the text characters are added into the 
mesh pattern images. 

Furthermore, Figure 4 demonstrates the examples of 
three different mesh patterns without any text charac- 
ter with their corresponding histograms being plotted 
at  the right-hand side. These histograms are stored in 
the mesh pattern database for later correlation mat,ch- 
ing module. From Figure 4, an important verdict is ob- 
served: Different mesh patterns will generate different 
arrangement histograms. This verdict is the foundation 
for use in the recognition process. Based on these tmin- 
ing data stored in the database, the type of mesh pattern 
embedded in an input text image can be recognized. 

M o d u l e  3 : D a t a  filtering a n d  normalization of 
s tat is t ical  d a t a  

After adding the text characters. the number of pixels - 
whose arrangement code is changed due to the appear- 
ance of boundary pixels is relatively rare comparing to 
those of the pixels without change. A simple filter rule 
is designed as 

if r[pl ' ) for 9 = 0,1,. . . ,255 r[91 = { ;[lp1 otherwise; 
(2) 



Figure 4: Three arrangement histograms of three different mesh patterns. 

where : matching principle, the identity of mesh pattern pre- 
r[cp] is the number of pixels occurring in an image sented in an input text image can thereby be determined 

with arrangement code cp, and the value is the average by choosing the one with the maximum correlation coef- 
number which equals Cy20 I'[cp]. ficient. For the given example, the correlation coefficient 

If the number for a specific arrangement code is smaller p,,, of the two images as shown in Figtlre 2(a) and Fig- 
than the average number, the number for this code is set ure 3(a) is 0.992 which is the maximrlm correlation coef- 
to zero. Because this arrangement code may be consid- ficient value comparing with the correlation coefficients 
ered as the code generated via the boundary pixels of for the input image in Figure 3(a) and three mesh pat- 
added text characters. Otherwise, if  the number for an tern images in Figure 4 which are -0.059, -0.029 and 
arrangement code is larger than the average number, the -0.037, respectively. Therefore, we can conclude that 
number for this arrangement code remains unchanged. the input image is a text image mixed with the mesh 

According to the expression stated in Equation (2), pattern of horizontal and vertical lines. 
a new arrangement histogram as depicted in Figure 3(c) 
is thus generated from Figure 3(b). 3 EXPERIMENTAL RESULTS 

Since the sizes of input text image and mesh pattern 
image stored in the database may be different, the nor- In this section, some experimental results are illus- 

malization procedure should be performed to normalize trated show the of O u r  proposed method. 
the size of arrangement code in  the arrangement his- Eight mesh patterns as in Figure 5 are 
togram. The rules for normalization can be formulated the scanner 'Onstruct the database. Each mesh 

as pattern is identified with an identity, such as type A, B, 
. . . , F. The arrangement histograms for each mesh pat- 

x,# = ~ [ c P ]  
for = 0,1,.  . . ,255. (3) tern in the database are also displayed at the right-hand c:zN, ~ [ c P ] '  side of each mesh pattern. In Figure 5, we only plot the 

arrangement codes from 1 to 254 in each histogram. 
Module 4 : The measurement of two statistical Two real images as shown in Figure 6 are inputted 
data sets from a platform scanner. They are two examples of text 

In this module, an evaluation hlnction, correlation characters with F type mesh pattern, and text charac- 

coefficient[lO], is devised to measure the similarity of in. ters with mesh pattern. The arrangement his- 

put, image and mesh pattern image stored in the database. tograms for these two images are shown at the right- 

The ofcorwlation between the tested random hand side of Figure 6. The correlation coefficients cal- 

variable Y and the variable Z in  the database is denoted culated for each these images vs the images in 

by p{Y, Z )  and defined as the database are tabulated in Table 1. In Figure 6(a), 
the type of mesh pattern with the maximum coefficient 

C::I(YV - m z v  -a value equaling 0.95 is type F.  Similarly, the maximum 
p{Y,Z) = Jc~:l(y, - P)2 cF:l(~v - ~ ) 2 '  

(4) correlation coefficient of the image in Figure 6(b) is 0.98. 
According to the correlation matching rule, the mesh 

where: - - pattern presented in the input image of Figure 6(b) is 
y = 1 ~ 2 5 4  

254 v=l y,# and Z = & ;izpI z,# are the sample identified as type B. 
mean of variable Y and 2, respectively. 

Four elements ymls, Y F F ] ~ ,  h16, and ZFF,, in random 4 CONCLUSIONS 
variables Y and Z should be excluded from considera- 
tion because the size of these four elements is mostly A pattern method for recog- 
affected by the body of added Hence, the nizing the pattern presented in a text image 

indexes of Equation (4)  start from and end at 254. is presented in this paper. The basic idea behind our ap- 
proach is the analysis of the regularity embedded in the 

Module 5 : Correlation matching 
mesh pattern from which the correlation coefficient is 
developed. The identity of the mesh pattern presented 

In this module, we adopt the correlation coefficient in an input image can then be obtained by performing 
as the matching criterion to ~ e r f o r m  the recognition job. the correlation matching. The one with the maximum 
The correlation matching principle is : The higher the correlation coefficient is identified as the match. Exper- 
similarity between two statistical sets, the larger the cor- imenting with a wide variety of text images verify the 
relation coefficient will be generated. According to the validity of our proposed method. 



Table 1: The correlation coefficients for the four images 
in Figure 3 vs each mesh pattern image in the database. 
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Figure 5: The mesh patterns and their corresponding arrangement histograms stored in database. 

(a) (b) 
Figure 6: Three real images and their arrangement histograms. 




