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ABSTRACT 

Hough transform can be used to detect parametric pat- 
terns, such as straight lines and circles, embedded in 
noisy images. The large amount of storage and com- 
puting power required by the Hough transform presents 
a problem in real-time applications. Multiresolution 
Hough transform (MHT) very efficient in reducing the 
computing and storage requirements. In this paper, 
we show the effectiveness of the Mliltiresolution Hough 
transform in detecting circles in images. 

1 INTRODUCTION 

Patterns in real-world images are frequently found 
to be discontinuolis and embedded in noise. The Hough 
transform [I] has long been known to be an efficient 
technique to detect discontinuous patterns embedded 
in real-world noisy images. For detecting circles, the 
transform votes for all the possible circles passing 
through the point. The circle receiving the maximum 
vote is found by finding the peak in the accumulator ar- 
ray. A comparative study of detecting circles in images 
using the HT has been discussed in [2]. 

The transform has the drawbacks of being highly 
compute bound and requiring a large amount of stor- 
age. The amount of computation increases with an 
increase in the size of the accumulator array and the 
accuracy with which the parameters are to  be deter- 
mined. The resolution of the accumulator array deter- 
mines the accuracy with which the parameters can be 
determined. 

A considerable amount of research has been devoted 
to increasing the computational and storage efficiency 
of the HT. The use of gradient information is known 
to reduce the computing time by one-sixth when com- 
pared to the method without using the gradient infor- 
mation. Multiprocessor implementations of the trans- 
form have been proposed to reduce the execution time 
13, 41. 

Coarse-to-fine search strategies [5, 61 are computa- 
tionally efficient algorithms which are suitable for im- 
plementation in single processor systems. The reduced 
computational complexity of the MHT results from the 
use of a simple peak detection algorithm in addition to  
multiresolution images and accumulator arrays in the 
successive iterations of the algorithm. The effectiveness 
of the MHT was demonstrated by applying it to images 
containing straight lines [5]. Since the Hough trans- 
form does not provide the length and the end points of 
a straight line, two algorithms for the detection of the 

length and end points were proposed in [7, 81. Among 
the HT algorithms based on a dynamic quantization, 
the MHT is still the most efficient algorithm among the 
ones available in the literature [9]. 

The objectives of this paper are to demonstrate the 
effectiveness of the MHT in detecting circles, and de- 
termine the accuracy with which the parameters of the 
circle can be detected. The effectiveness will be mea- 
sured by the rate of convergence of the estimated pa- 
rameters towards the actual values of the parameters 
as a function of the number of iterations. 

The MHT for detecting circles is described in Sec- 
tion 2 followed by results and conclrisions in Sections 3 
and 4 respectively. 

Figure 1: Illustration of the 3D parameter space re- 
sulting from two points, (10,lO) and (20,20), of a circle 
having a radius of 5 and the center a t  (15,15). 

2 MHT FOR CIRCLE DETECTION 

Let us define a circle in a binary edge image by 

(x - a)' + (y - b)' = r2 

where (a ,  b) are the coordinates of the center and r is 
the radius of the circle. The standard Hough trans- 
form [I] requires a 3-dimensional accumulator array 
having the ranges of a, b and r as 0 - S(x), 0 - S(y) 
and 0 - $J(S(X))~ + (S(y))2 respectively where S(x) 



and S(y) are the sizes of the binary image in the x 
and y directions. The detection accuracy depends on 
the resolution of the accumulator array, resulting in the 
accumulator arrays being exorbitantly large if the pa- 
rameters are to be detected with a reasonable accuracy. 

The MHT uses L iterations, using a different image 
from a set of L images at each iteration. The set of 
images are generated by reducing the original image 
(L - 1) times. The factor by which an image is reduced 
at each step is u. The first iteration uses the smallest 
image from the set and accumulates the votes in a small 
accumulator array. The second iteration uses a larger 
image and a larger accumulator array than those used 
in the first iteration. However, the parameter range 
of investigation is narrowed down during the second 
iteration. The estimates of a, b and T obtained in the 
first iteration are used to select a reduced range of the 
parameters to be investigated in the second iteration. 
The above procedure of reducing the parameter ranges 
and using increasingly larger images and accumulator 
arrays at successive iterations of the MHT is carried out 
until the original image has been analyzed. The above 
coarse-to-fine analysis technique results in a reduced 
amount of computation as compared to the original HT 
using a single image and a single accumulation of the 
HT. We introduce below some notations which will be 
used to illustrate the MHT for the detection of circles. 

2.1 NOTATIONS 

L = Number of iterations in the MHT. 

S(x, i), S(y, i) = The x and y sizes of the image af- 
ter i reductions in size. S(x, 0) and S(y, 0) are 
therefore, the sizes of the original image. We will 
assume square images whose sizes will be repre- 
sented by S(f ,  i) = S(x, i)  = S(y, i) = S(T, i)  for 
O < i s L - 1 .  

F = { f i  s,ar, 0 5 i < L - 1, 0 < x < S(x,i) ,  0 < 
y < S(y, i) ) = The set of images used at the 
different iterations in the MHT. Note that f:,, 
is the original image and f:,, is used during the 
(L - i)-th iteration. 

S(a, i), S(b, i), S(T, i) = The dimensions of the accu- 
mulator array along the a, b and T axes during 
the (L - 1)-th iteration of the MHT. 

S (  f ,  i) = The size of the image along each dimension at 
the (L - i)-th iteration, assuming square images. 

V ={vf , , , , ,  O < i < L - 1 ,  O < a < S ( a , i ) ,  O < b <  
S(b, i ) ,  0 < T < S(T, i) ) = The set of accumu- 
lator arrays used to accumulate the votes at the 
different iterations of the MHT. 

A(a, L - i), A(b, L - i), A(T, L - i) = Discretization 
steps of a, b and T during the i-th iteration. 

R(a,  L - i) = Range of a during the i-th iteration. 

R(b, L - i) = Range of b during the i-th iteration. 

R(T, L - i) = Range of T during the i-th iteration. 

2.2 REDUCTION OF PARAMETER RANGES 

The MHT [5] uses small image and accumulator 
arrays during the initial iterations. If the parameter 
range is reduced too much (based on the rough esti- 
mates) during the initial iterations, it has been found 
that the actual parameters frequently fall outside the 
new reduced range of investigation. We overcome the 
problem by reducing the parameter ranges logarithmi- 
cally (instead of linearly) at the successive iterations. 

Let the a, b and T ranges be reduced by -( after 
the L t h  iteration. To apply a logarithmic range re- 
duction, the parameter range should be reduced by 
y/uL-' after the i-th, 1 5 i 5 L, iteration. If the 
a, b and T parameters are to be determined with an 
accuracy of one pixel after L iterations, y for any pa- 
rameter can be obtained from the following equation 

1 1  1 1 1 . . . -  =- 
r1.O r l a l  r luZ  yluL-l S( f ,  0) 

or, y = v q  (1) 

Without loss of generality, we will assume that the sizes 
of an accumulator array along the a, b and T dimensions 
are the same, and the ranges for a, b and T are also 
reduced by the same factor after an iteration of the 
MHT. Therefore, 

After the first iteration, the range of a (b and  is 
reduced by y/uL-'. Therefore, 

Similarly it can be shown that 

An an example, using an original image of size 512 x 
512, L = 4, and a = 2, y comes out to be 13.454 and 
R(a,  3) = 64, R(a, 2) = 76.109, R(a,  1) = 45.255, and 
R(a, 0) = 13.454. Therefore, the parameter ranges are 
reduced by 1.68, 3.36, 6.725 and 13.45 after the first, 
second, third and fourth iterations respectively. For 
square accumulator arrays, 

Therefore, 

F o r p =  1 , 0 = 2 , L = 4 a n d S ( f , L - l ) = 5 1 2 w e  
have 
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Figure 2: Images used during the different iterations. 

3 RESULTS 

The detection accuracy of the MHT will be repre- 
sented by the percentage error between the determined 
and the actual values of parameters. The percentage 
errors of a, b and T will be represented by E,, E* and 
E, respectively. Since the MHT is a coarse to  fine iter- 
ative process, we will also show the rate a t  which the 
search interval for the parameters reduce at  successive 
iterations. 

Figure 2 shows the binary multiresolution images 
used a t  the different iterations. The initial image is of 
size 512 x 512 and having two discontinuities. L = 4,  
u = 2, and p = 2 have been used. The first itera- 
tion uses the 64 x 64 image; the last uses 512 x 512. 
Because of using u = 2 and p = 2, the sizes of the 
accumulator arrays were 16 x 16, 32 x 32, 64 x 64, and 

128 x 125 during iterations 1,  2, 3 ,  and 4 respectively. 
The constant-T planes of the accnmulator arrays (at the 
different iterations), containing the maximum votes are 
shown in Figure 3. To show the sharpness of the peak, 
the planes are represented in three-dimensional forms. 
Since the first iteration uses the full ranges of the pa- 
rameter, the position of the peak in the plane during 

Table 1: Percentage errors of a, b and T a t  each iter- 
ation based on 30 images. S( f ,0 )=512 ,  u = 2 and 
L = 4. 

Iter. 1 E, 

Table 2: The parameter ranges of investigation at  the 
different iterations for a circle having a radius of 210 
and center a t  (230,235) in a 512 x 512 image. 

that iteration depends on the actual values of the pa- 
rameters a and b. As expected, the peak is closer to the 
center during successive iterations as seen in Figure 3. 
The peaks are also seen to be very sharp and unique in 
the different iterations. 

Table 1 presents the percentage errors for p = 1&2. 
The sharp decrease in the percentage errors in succes- 
sive iterations shows the speed of convergence of the 
estimated parameters to the actual parameters during 
the different iterations. Note that the memory required 
to  store the accumulator arrays with /L = 2 is one- 
fourth of the requirement when p = 1 is used. More- 
over, with p = 2, the computing time is half the time 

Iter. 

required with p = 1. 
The ranges of a, b and T used by the MHT at  the 

different iterations are shown in Table 2 for an image 
of size 512 x 512 containing a circle of radius 210 and 
having its center a t  (230,235). L = 4,  u = 2,  and 
p = 2 have been used. The first iteration uses the full 
range of the parameters and the range is then logarith- 
mically reduced a t  the successive iterations. In all the 
iterations, the algorithm has been successful in select- 
ing the range such that the actual parameter values are 

Parameter range of investigation 
b range T range 

almost in the center of the range. 

Ni. a range I , 
0 - 512 0 - 512 0 - 512 

71.8 - 376.2 103.8 - 408.2 71.8 - 376.2 
188.2 - 278.8 191.7 - 282.2 169.2 - 259.7 
222.5 - 236.0 227.4 - 240.9 203.5 - 217.0 



4 CONCLUSIONS 

In this paper, we have presented a computationally 
efficient technique to detect circles in images. Binary 
images have been used to illustrate the algorithm. It 
has been shown that the center and radius can be de- 

t 

termined to an accuracy of less than 0.2% by using only 
i 

four iterations. If prior edge gradient information for 
the feature points is available, the information can be 1 : 
used to further reduce the amount of computation. 

The algorithm illustrated in this paper applies to 
the detection of circular arcs. With a change in the 
parametric equation, it can be used to detect ellipses 
and other parameterizable patterns in images. 
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