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Abstract 

This paper proposes an eficient agglomerative 
clustering algorithm for region growing. To speed 
up the search of the best pair of segments which 
is merged into one segment, dissimilarity values of 
all possible pairs of segments are stored in a heap. 
Then the best pair can be found as the element of 
the root node of the binary tree corresponding to the 
heap. Since the only adjacent pairs of segments are 
possible to be merged in image segmentation, this 
constmints of neigh6orin.g relations are represented 
by sorted linked lists. Then we can reduce the com- 
putation for updating the dissimilarity values and 
neighboring relations which are influenced by the 
mergin.g of the best pair. The proposed algorithm 
is applied to the segmentations of a monoch.rome 
image and ran.ge im.ages. 

1. Introduction 

Image segmentation is the one of the most fun- 
damental and important techniques in image pro- 
cessing and pattern recognition. There are three 
approaches, (1) characteristic feature thresholding 
or clustering, (2) edge based segmentation and (3) 
region based segmentation[3]. In characteristic fea- 
ture thresholding or clustering, pixels are classified 
into several groups based on some characteristic fea- 
tures of the pixels but neighboring constraints of 
pixels are usually neglected. In edge based segmen- 
tation, edges or boundaries are detected by some 
edge detection operator. Region based approach 
can be classified into three categories, (1) region 
merging, (2) region dividing, and (3) a combination 
of region merging and dividing[3]. In region based 
approach, only adjacent pixels can be grouped into 
one region in the clustering process. 

In [2], J.M.Beaulieu and M.Goldberg proposed a 
hierarchical stepwise opti~nization algorithm for re- 
gion merging which is based on stepwise optimiza- 
tion and produces a hierarchical decomposition of 

the picture. The algorithm starts with an initial 
picture partition, and a t  each iteration, merges two 
segments that minimizes a criterion Cij correspond- 
ing to the cost of merging the segment Si with the 
segment Sj. In this stepwise optimization, the al- 
gorithm searches the whole picture context before 
merging two segments and finds the optimal pair of 
segments. This means that the most similar seg- 
ments are merged first. The algorithm gradually 
merges the segments and produces a sequence of 
partitions. The sequence of partitions reflect the 
hierarchical structure of the picture. 

From the viewpoint of clustering, this algorithm 
for region growing can be regarded as agglomerative 
clustering, which is a typical example of hierarchical 
clustering. It is known that the agglomerative clus- 
tering produces definitely one grouping result for a 
given data and the final grouping is usually satis- 
factory, while non-hierarchical clustering algorithm 
such as k-means method -produces different results 
depending on the choice of initial seed points and 
may be trapped a t  a local optimal. However, the 
computation time of the algorithm is O(N3) when 
the algorithm is implemented straightforwardly. 

In 181, the author proposed an efficient agglomer- 
ative algorithm for general clustering problem. The 
algorithm uses a heap in which distances of all pairs 
of clusters are stored. Then the nearest pair of clus- 
ters is given by the element of the root node of the 
binary tree corresponding to the heap. The heap 
can be easily updated at each stage of the hierar- 
chy by shifting up or down the elements of the heap 
along the path of the heap tree. The computation 
time of the algorithm is at most O(N2 log N )  for 
the clustering of N objects. 

For image segmentation, however, this algorithm 
can not be directly applied because there are neigh- 
boring constraints on merging, namely, only adja- 
cent pairs of segments can be candidates for merg- 
ing while all pairs of clusters are possible to be 
merged in general clustering. 

In this paper, an efficient agglomerative cluster- 
ing algorithm for region growing is presented. The 



algoritl~n~ uses sorted linked lists to maintain neigh- 
boring relations of segments and also heap structure 
to store dissimilarities of all possible pairs of seg- 
ments. 

2. The Proposed Algorithm 

T l ~ e  proposed agglomerative clustering algorithm 
starts with a11 initid partitions of the given image 
into N segments {Sly Sz,  . . . , S N ) ,  and sequentially 
~ ~ ~ I I C C S  the 1111111ber of S C ~ I T I C I ~ ~ S  by merging the best 
pair of segmc~~ts among all possible pairs of seg- 
ments in terms of a given criterion. This merging 
process is repeated until the required number of seg- 
ments is obtained. 

Since only adjacent pairs of segments can be 
candidates for merging, we have to maintain such 
constraints during the merging process. The con- 
straints can be represented as a planer graph in 
which nodes a11d eclges denote segments and pairs 
of adjacent segments, respectively. To update the 
graph efficiently after merging a pair of segments, 
the graph is represented <as sorted linked lists, where 
the adjacency lists me sorted so that the indecies of 
nodes appear in increasing order. Then the merging 
of two lists can be pel-formed in time linearly pro- 
portional to the maximum length of the two lists. 

To speed up the search of the best pair of seg- 
ments which is merged into one segment, dissimilar- 
ity values of all possible pairs of segments are stored 
in a heap. A heap is a data structure invented by 
Williams[lO]. The most important characteristic of 
a heap is that the root node of the associated binary 
tree has the least element. Thus we can know its 
least element by simply checking the root node. We 
utilize this characteristic of a heap in the searching 
of the best pair of segments. 

The general procedure for agglomerative cluster- 
ing is sammarized as follows; 

STEP I Initialization: 

1 .S ta r t  with an initial segments 
{S13S2,. . . 1s~). 

2. Construct a graph which represents adja- 
cency relations of segments using sorted 
linked lists. 

3. Calculate dissimilarities of all adjacent 
pairs of segments and store the values in 
a heap. 

STEP I1 Merge the best pair of segments 

1. Search the best pair of segments. The pair 
can be found as the element of the root 
node of the binary tree corresponding to 
the heap. 

2. Merge the pair of segments into one seg- 
ment and update the features related with 
the segment. 

3. Update the graph by merging the sorted 
linked lists. 

4. Update the dissimilarities infiuenccd by 
the merging by shifting up or down the 
modified elements of the heap along the 
path of the heap tree. 

STEP I11 Stopping condition 

1. Stop if no more mergings are required. 

2. Otherwise, go to Step 11. 

The computation to construct a heap in STEP 
1-3 is at most (mN log(mN)), where m is the num- 
ber of adjacent segments per one segment and N is 
the number of initial segments. The value m N  is 
the initial number of possible pairs of segments and 
is gradually decrease as the algorithm proceeds. In 
the following experiment we set each pixle as inti- 
tial segment and 4 nieghboring pixels as the adja- 
cent segments. In this case, m N  is equal to 4 times 
the number of pixels. To update one element in 
the heap in STEP 11-4, computations of at most 
O(log(mN)) is necessary and elements influenced 
by the merging are a t  most 2M, where M is the 
maximum number of adjacent segments per one seg- 
ment and usual1 is much smaller than the number 
of initial segments N. Since STEP I1 is repeated 
a t  most N times, the total computation time is a t  
most O(MmN log(m N)). 

3. Experiments 

To illustrate the efficiency of the proposed algo- 
rithm, we have done experiments on segmentations 
of a monochrome image and range images[9]. 

3.1. Monochrome image 

At first the proposed algorithm was applied to 
a monochrome image shown in Figure 1 (a). The 
size of the image is of 128 by 128 pixels. In the 
initial partition, each segment consists of only one 
pixel. The number of initial segments is N = 16384. 
As a global criterion of the clustering, the mean 
squared errors between the original image and the 
segmented image 

is used, where g(x, y) is the intensity of the original 
image at the pixel (x, y) and Bi denotes the average 



Figure 1. Segmentation of a monochrome Image. 
(a) Original image (128 by 128 pixels). (b) Seg- 
mented image (128 segments). (c) Segmented image 
(256 segments). 

intensity within the segment Si. In this case, the 
criterion to select a pair of seg~ncnts for merging is 
given by 

where ni and nj are respectively the numbers of 
pixels in the segments Si and S,. The clustering 
algorithm which uses this criterion is known as the 
Ward's method. In merging step of the proposed al- 
gorithm, a new segment is created by merging the 
pair which has the minimum of this criterion among 
all possible pairs of segment. Then the neighboring 
constraints represented as sorted linked lists and the 
values of this criterion stored in a heap are updated. 
The segmented images are shown in Figure 1 (b) 
and (c). The numbers of segments are 128 and 256, 
respectively. The computation time for this seg- 
mentation was about 6 seconds on the SparcStation 
10. This shows that the efficiency of the proposed 
algorithm. The segmentation of 16384 pixels can be 
performed within reasonable computation time. 

Figure 2 shows the relation between the number 
of segments and the mean squared errors. The mean 
squared error monotonically increase as the nunlber 
of segment decrease. 

Figure 2. Relation between the number of segments 
and the mean squared errors. 

3.2. Range images 

3.2.1. Segmentaion based on hights 

Figure 3. Segmentation of a range image based on 
local hights. (a) Shaded rendering of range image 
(128 by 128 pixels). (b) Segmentation Result. (c) 
Region boundaries of the segmented image (b). 

Next, segmentations of range images were per- 
formed. Figure 3 (a) shows shaded rendering of a 
range image. The size of the range image is also 128 
by 128 pixels. There is a pyramidal object in the 
image. The segmentation was performed based on 
the height. The mean squared error criterion was 
also used as the global criterion. The segmentation 
result is shown in Figure 3 (b). Figure 3 (c) shows 
the boundaries of the segments by applying a sim- 
ple edge operator to the segmented image. For this 



range image, the proposed algorithm worked very 
well. The computation time of this segmentation 
was also about G seconds on SparcStation 10. 

3.2.2. Segmentat ion based o n  normals 

Acknowledements 

Figure 4. Segmentation of a range image based 
on local surface normals. (a) Shaded rendering of 
range image (128 by 128 pixels). (b) Segmentation 
Result. (c) Rrgion boundaries of the segmented im- 

age (b). 

Finally, the proposed algorithm was applied to 
the range image shown in Figure 4 (a). This im- 
age contains 7 objects; 4 planer objects and three 
objects with curved surface. For this range image, 
local surface normal vector is used as features of 
each pixel. The global criterion 

is used, where n(x ,  y) is the local normal vector a t  
the pixel (x, y) and f i i  denotes the average normal 
vector within the segment Si. The normal vectors of 
each pixel were con~puted by fitting a plane within 
a local 3 by 3 window. The segmentation result is 
shown in Figure 4 (b) and the boundaries of the 
segments in Figure 3 (c). Each planar region is cor- 
rectly classified into one segment but curved regions 
are partitions into several patches. This is reason- 
able because the local normal vectors are used as 
primitive features. The computation time for this 
segmentation was about 10 seconds on SparcStation 
10. 

4. Conclution 

We proposed an efficient agglomerative clsuter- 
ing algorithm for region growing which uses a heap 
to store dissimilarity values of all possible pairs of 
segments and sorted linked lists to maintain con- 
straints on adjacency relations of segments. Expc  
limental results show that this algorithm makes the 
stepwise optimization approach for region growing 
feasible on the current computer. 

The authors would like to thank M. Rioux, 
L. Cournoyer, and J. Domey of the Nationd Re- 
search Council of Canada who kindly provided ac- 
cess to the range image database. 
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