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Abstract 
The purpose of this papcr is to extract automatic 

DEM (Digital Elevation Model) us in^ SPOT satellib 

stereo imams. DEM extraction pmccss consists of 

satellite mdeling, image match in^ and elevation 

find in^. 
This papcr presents the unifid hierarchical 

m t c h i n ~  technique and analyzes DRh4 error 

accordia~ to matching accuracy. The --based 

matchinn i s  adopted for 'hnage matching and DEM is 
extracted by minimum distanee point of Pwa 

calinearity equation. 

The matchinn stratem consists of three main 

sequential stages. The first stage cIassifirrs the area 

of the i m a ~ e  of urban area, muntainous area and 

rives. Thc second s t a ~ c  prcdicts ima~e  matched 

approximakly by exploiting a priori knowledge about 

the ~eomctrJI of a SPOT skreo model. The tbird 

stage is for multi-level matching. Jn this paper 

optimal smch area from terrain slope is used to 

minimize aliasing and matching accuracy is impruvcd 

than epipolar transform. 

In the experimental test on the DEM, a set of test 

points is used as "ground truth." The points from 

Che consbutted DEM surface are checked a ~ a i n s t  Phe 

correspond in^ test points. 'Difference of the two 

hei~ht  at each DEM point is obtained. These 

differences are used to comprrte statistical values 

which are uscd as a measurement of DEM accuracy. 

The input i-cs used in this Paper are 6000 by 

W0 level 1A panchromatic digital SrOT image of 
Chuw-chong Pmvince, Korea. With 30 v u n d  

wntroI p i n t s ,  experiments on SPOT Ievcl. l A  fuIl 
scene show that the planimetric RTvlS error is 7.10 m 

A digital terrain m d d  i s  an ordered array of 

numbers that represents the spatial distribution of 

terrain characteristics. In the most usual case, the 

spatial distribution is represented by an X-Y 

horizontal coordinate system and the recorded krrain 

characteristic is the terrain elevation, Z. Recent 

litcraturcs have m f d  to these distribution as 
Dinital Elevation Modd IDEM) ta distinguish them 

from other models which discrib diffcrcnt 

characteristics of terrain. 

DFM is exbacted using two d i g i t 4  SPOT images 

through three process. The first is to estimate stallus 

(a, r ,  E )  and position (X, Y, 2) of satellite when 
the satellite gets SPOT i m d t h c  rnodcljng stagc of 

satellite). The second is to match two ima~es to find 
corresponding point of each imagc and the third is lo 

dcuhite height bp using disparity infomation takcn 

in the second step, which is to match two images to 

find exterior orientation parameters and corrcspondig 

points. 

In this paper we propose the metbod of making 
DEM automatically by u s i n ~  SPOT satdlitc imams. 
The characteristics of SPOT image uscd are 

absbacted in chapter 2, the mdeling pnrcedure of 

SPOT satellite is rcpmsented in chapter 3 and the 

classification method of images is described in 

chapter 4. The matching procedure of each image is 

dealt in chapter 5. Finally we find height of each 

point and evaluate the result by using test points. 

2, Characteristics of SPOT Satellite 

and SPOT Satellite Image [1,2] 
and the altirnetric RMS error is 7.11 m for 38 test SPlyr ISatellite Probatoin: d, de la 
mints. Extrackd DEM erxdmentd results show ~ - 1  satellite is opecaPinR upon the sun 

that RMS error amounts 12.5 m for 96 test points. synchron~us orbit which is near polar orbit of height 

852 Km with attached 2 tiRY ( H i ~ h  ResoIution 



Visieble) sensors consisted of 6000 CCD (C-e 

Coupled Dcvitc) arrays. The same area can be 

observcd on different orbits by the sakllitc with -27 

' to 27 'and not only nadir v i e w j n ~  i m a ~ e  but also 

off nadir viewing image can be obtain4 so as to 

make accurak IIRM. Onc SPOT satellite image is 

consists of 6000 lines and one linc i s  consists nf 

6000 pixels. In the wake of prcproccssin~ condition, 

tbc producd SPOT image data is classifid such as 
level 1A. l R ,  IAP, 2A, 2B and S. In this paper we 

use Icvd 1A panchromatic imape obtained on 

November 29h and 30th in 1987, which is 

Chun~-cum Province, Korca. 

Not dl the status and position data of SPOT 

satellite are ~ i v e n  at each position but the data a b u t  

9 points are ~ivcn by cvcry 1 minute interval. For 

estimating extcrior orientation parameters of each 

imam the collincar condition which stales that the 

vector fmm ccntcr a1 satellite to ima~e plane is same 

as the vector from ccnkr af satellite to m u n d  point 

corresponding image plane in eq. (1) and the 

equation of normalizin~ by Z factors is i n  eq. 12). 

X X-X, [:A= s~rl;:;:l 

and dimtion which is  demcasin~ lon~itudcthe and Y 
axis is perpendicular with X and Z axis and direction 

which is decreasin~ latitude I3,dl.  

Thc observing cquation dc~cribcd by mpproximatcd 

value and observed value is as follows. 

Vz - dl = Cz. Vs - & = C3 (4) 

n y  consider in^ both two equations (33 and (41, thc 

o b s e m i n ~  equation is derived as q. (5). 

R y  simplified notation, cq. (6) i s  obtained. 
V + R d r C  (6) 

Ry applying least-squad mcthod to eq. (6) and 

the square of residual is rcprcsentd 

,=I:( % ) 2 = ~ T w  17) 

From sq. (6) and eq. (71, 

Q= [C - B ~ ) ' w ( c  - fld) 

= # B ~ W B ~ -  drfiTwc - C ' W B ~  t cTwc 

apply in^ partial differentiation abwt d then, 

-$$ = 2 R ~ W B ~ - Z B ~ W C  

Bg using satellite's linear uniform motion during 

imam aquisition period, exkrior orientation 

parameters are approximated to function of time. 

Linearized by Newton's 1st order approrimation and 

transfomcd into mab-ix form as eq. 13). 

V i  + Bi dl * B2 (t = Ci (3) 

Confornib-ellipse coordinate s y  skm which 

hmsformed from Ressel ellipse coordinate systmn is 

used in ~ d e t i c  survey and map coordinate system 

in Korea and GRS RO (Geodetic Reference System 

80) cmrdinate system is used for SWT coordinate 

system. The two cmrdinatc systems are transformed 

into local space ractan~ulat coordinate system which 

is contacted with planc. The % axis u s 4  in local 

space mtanmlar coordinate system passes the oc i~ in  

point of correspond in^ arca and gose throu~h the 

outer of gllipse, X axis is prpcndicular with Z axis 

By letting N = B ~ w R .  ~ = B ~ w c ,  the rcsult is 

simplified as cq. (103. 

Nd = k (lo) 

By order in^ eq. (10) about differential vector dr of 

exterior orientation, eq. (11) is dcrived md by 

arranRing about differential vector dn of GCP 
(Ground Control Point), cq. (12) i s  dcrircd. 

d l  =IN, - N ~ N ~ ' N ~ ~ : ) - ' ( c I  - N U V ~ ' C ~ )  (1  1) 

d z =  (h'zt ~ 3 ) - ' 1 ~ z -  ~ 3 ~ 3 - ? 4 h r b , )  112) 

dt and da are oldset vectors to appmach true values 

by linearizing collinm condition equation and offsct 
vettor used in this paper about all GCPs i s  derived 

as follows. 

da= ( N y  + W * ) - ' ( K ~  - ~ 3 , C g - ~ j $ l )  

= (N, t w3)Fb( K~ - w3cU) - ( H ~ +  wy)FL~3dl (13) 

Bccause the physical mean in^ of dl and d2 is the 

offsct values to appmch the true valucs of extcrior 

orientation parameter BIHL GCP, after finishiw a 
series of calculation each GCP offset vector is 

itcmtcd by addiw estimated value and offset value. 



Until all offset vector dzj are approximated to a small 

valuc which i s  nc~tigible. The convergence Cst of 

modeling uscd in this papcr is that if the normalized 

m t  mean square emor ( R M S E )  less than nhreskold, 

aftw d u r i n ~  the summation ol squared crror with thc 

n u m k  of test mints as eq.(14) the valuc is 

convet~ed .  

E R: 
where M S E =  

nc : test point, R : e m t  (residual) 

4. Clustering 
We need to preprocess the ~ E W ~ S  befofi!  stain^ 

to the matchinn process. The DEM of river and lake 

i s  actu Jly dependent on the height of ofk s d a c e  of 

the water which ~ h z i n ~ e s  every time when thc 

satellite image taken and we have a problem of 

m a l c h i n ~  in t h i s  arm. Recause the change of 

mdiaurtltim in mountinnus areas i s  different fmm 

that of rice fields and urban areas, they needs 

match in^ adaptively. 

So we need prepmcessiw step which cIassifice 

satellite area into mountain, urban areas, river and 
lake areas. 

4.1 Conventional Clustering Alnorithm 

There ate t h  main conventional clustcrin~ 

algorithms. First i s  to find d ~ e s  of objects such as 

neighboring pixels. lines. isolakd points and sa on 

by using discontiunity of pixels. second i s  to ~ c t  

areas with same stastisticd pmpcrty by using 

similarity of pixels and third i s  to grow areas with 

same statistical property by comparin~ neighboring 

pixels (rqion p t s w i n ~ .  rc~ian splitting and merg in~ ,  

rclaxstion) 151. 

Thc other methods are al~oritbms using histogram 

enbopy represented by Kapur et al., prcscrvin~ the 

moment of wiuinal Image and image-rcgioned image 

pmp& by Tsai  et al.. us in^ statistical propcrty of 

object and backmund which depend on the image 

proposed by Kittlcr ct d.. 

Clustetjn~ d~o l i thm of K-mcans alsarithm, 

ISODATA algorithm and so on which minimi7,e 

squared error and mpb-thmrct ic  cIusterin~ 

al~orithm i s  MSTCLUS algorithm. 
Conventional clustering mcthads applicd to thc 

h ~ c s  spnthcsizd in lab. area have ~ond 

performance but for the actual ima~es such as 

satellite ima~e, thcy may not have good pcrlormance. 

4.2 Su~gcsted Clustering Method 

If N(x, y )  < TI 
-acu if acu < 0 

hem. acu = - m a x ( N ( x ,  Y) wil 

T1 = the peak waluc of histopam 

If DACU > T2 
DACU = Dki ki E 11, 2, 3, 1) 

here. N(x, y )  * wkO = max(~ (x ,  y) wi) 

T1 * 0.7 < T2 <TI 

otherwise DACU = 0 

otherwise N(x, y) = 0 

set tin^ sampled area witb mountainous areas, 

urban areas, cities and rivers from arip$nal ima~e. 

we find the statistical characteristics of these arcas. 

For clustering, four 3 x 3 windows with 

four-dimtion component vector art: used. Fmm the 

gray levels nf image, peak value is uscd as threshold 

value and the maRRitudc h?nCU(x. y) and direction 

DACPllx, y) of cach pixel arc found from the rcsult 

of convoIution value of each image. Considering: the 

magnitude and direction. the pixels which are over 

each threshold vduc arc! rccnaindcd and so we can 

extract Iinear feature with one pixel width. Removing 

the noise of Iinear feature, the overall imam 
Iinear feature only is camp~sed of some i ~ e s  with 

dosed loops 161. According to these steps. the k c  

with small gmups is made. Comparin~ the statistical 

cbmzteristic of sub-images with small m u p  with 

that of sampled area. the sub- ima~cs  arc classified 

as a m u p  with maximum similarity value. If 

similarity value i s  lowct than threshold value, 

classification is rescrved and ovcral l i m a ~ e  i is 

pmessed to classify. After ending thcsc process. 

some areas which are not groupd are approximated 

to n e i ~ h b o r i n ~  groups and they arc replaced by thc 

largest nei~htmriw m a p .  

5. Matching 
Feature -based matching and area-based matchinu 

are the methods to find each same point of sterm 

images. Fcaturc-bawd match in^ is  to match features 

and to interpolate areas with no fcaturcs and 



area-bas& matching is to match alI the points by 

considering n e i ~ h b n r i n ~  pixels which need match in^ 

171. 
Ares-based matchinn i s  the method to choose the 

most similar area by corn par in^ nei~hboring pixcIs 
with the othcr M e  to find correspond in^ point. 

The match in^ mcthod that accuracy is blow onc 
pixel is proposed in recent studies. Using a r e a - b a d  

algorithm, w e  perform adaptive ma-based match in^ 
by cansidering the property of area 

5. 1 Image prcpmccssing 

Thmc are some image preprocessing such as edge 

extraction, h i s t o m  equalization, sharpiw, cyipolat 

a l i ~ n  transform. and so on. In case of feature-based 

matching, the preprosessing i s  performed to extract 

fmtures and matching performance is improved. Rut 
in case of area-based matching, the chanres of m y  

level due to preprocessing can make the matching 

accuracy to be lowered. becausc the matching i s  

M m e d  by cornlation between the images with a 

pixel and ncighborin~ pixels. In this papcr two 

imam are matched 'by only usinn cpipolar line 

eonstraint without preprocessiq!. 

Similarity rneasumment i s  the function describin~ 

the resemblence betwcen two mrresponding arcas, 

which is one of major factors governinn accuracy, 

and normalized cornfation is used for similarity 

measurement in this study. 

The problems are pointed out of using same 

rectangular windows when matching each point of 

taro images in covcntiad studies. Mori, W d d e  and 

Asada and Quan pmposed imam warping mathod 
which equates two ima~es step by step by warp in^ 

another imape a b u t  one i m ~ e  ta soolve the problem 

due to applyinu same window. 

We consider that the left and right ~ I ~ R C S  of 

stereo i m a ~ c  pair are differently accwdin~ to i m a ~ e  

b k i n ~  citcumstances so we propose window warping 

method which uses different window shape by using 

disparity map when the the warped windows is 

applied to left and right images. The window 

warping procdurcs arc as follows. 

Step 1 : Making relative dispasily map by 

subWtim direction X p d l a x  value 

about matching point(cenler point) fmm 
centw point parallax value. 

Step 2 : Translating original grid points 
(rectsnfllar grid points) to X direction by 

amount of relative dispatitp at thcir own 

position. 

Stcp 3 : Making Y .dimtion relative disparity m p  

like step 1. 

Step 4 : Maving X direction warped grid paints in 
step 2 to Y direction like step 2 by us iw 
dative disparity map in step 3. M o v d  

@d points am those of warpod window. 

Mismatched points which are taken by area-bad 

matching need elimimting. We docidc whether a 

point is mismatched or not by the size of similarity 
measure value, which  enc crates some pmblcms. 

Choosing h ~ h  threshold value, ~ e n e d l y  we may find 

true point but because of the decrease of matching 

probability, match in^ pcrcrmme will be lower. On 

the other hand, set tin^ threshold value lower makes 

m t c h i n ~  probability higher but mismatched points 

will be increasd. It is very difficult to find o p t i d  

threshojd value from these trade off rdationshjps. 

Jn this paper the method of removing mismatched 

points i s  represented by n s i n ~  charateristics of 
gcoffraphical feature. Linear interpolarion of 
neighbor in^ 8-connected pixel values is used to 

estimate the height of nonmakhed point The 

reducing methd of mismatched point is as foZlows : 

Step 1. ~ s s u m m i n ~  a point with lower correlation 

coefficient as mismatched point. 
Step 2. Splitting correspondance fields into each 

m u p  to satisfy condition 1. 

Step 3. The n~mbcr, mean correlation coefficient 

and mean slope of each pmup are c d e m t e d  

ta establish and m o v e  the cantlidate mups. 

Stcp 4. M h n ~  other m u p s .  

6, Result and Discussion 

I (a )  Ix[l im~r  



6.1 SPOT Sate!lik Mdclinn 

Considering the relationship of sateliitc psition and 

atatus, Ute orders of w, P ,  K .  L, Y, and Z ta bc 2. 

1, 1, 1 and 2 mjnimir~ errors. Some used GCP's are 

listed in tabIe 1 and test points in table 2 and aq. 

(15) shows .the result. 

Table 1. Ground Conlmt Points 

Table 2. Test Points 

Left Satelite : 
w = - 3.3748 * t2 - 0.10580 t + 1.991, 

o = 0.12014 1 .t 5.2M, 

a = - 0,00311 t - 11.351 

X, = 3387.854 t + 68452.918 

Ya = 7991.974 t - 27211.392 

Z = - 8.8231 t7 - 226.5256 t t 827741.152 

Right Satellite : 

w = 1.2107 * 10.' ta - 0.10470 t - 3.205 

P = 0.05265 t - 26.042 

Reducina points with ermr beyond Lhrcshold in 30 

test points, 19 points are used at final s t a ~ e  and 

estimatinn conk01 points used in modcling aftcr 

satellite model in^, finally we conclude that 

plane-error is 4.07111 and height-mor is 3.97m. And 

using test mints chosen from map planc-emr i s  

7.11 m and height-mror 7.IO m. 

6.2 cluster in^ Experiment 

T n  show that matchin~ tirnc is rcducod with 

clustering satellite imaae and match in^. crficicncy is 

increasd by adaplivc m a k h i n ~ ,  we cluskr satellite 

image by applying proposed mcrthd and conventional 

meUlrd, which are compared each other. Applied 
conventiod methods are K-mmns dporithm and 

ISODATA al~orithm and gray level i s  used as 

fcahrre. The image used in this experiment is given 

in fip. 1. 

Fiffure 2 show the results of K-means algorithm 

Tbese results show that mountain-areas are well 

classified than any other area bccausc of sIow 

c h w  of o f y  lcvel. When tbc number of classcs is 

a few in urban areas, those areas are clssified as 

same area even t h o u ~ h  the change of way Ievel 
accurs, But if the number of classes increases, 

isolated points am increased and classilication rcsuEt 

i s  bad In case of cities, tbe areas which belong to 

them are classificd well but some areas with high 

intensity amow river drifts, urban areas elc. As a 

whole. the problems are that bow ta merRe imams 
and bow to pmess isoIated points and cd~es .  

AppIyina proposed clustering mcthod on sakeUitc 

image and extracting linear fcatute from it. the 

results arc presented in fig. 3. In f i ~ .  4 the result 
which shows the performance of linear feature which 

the noises are eliminated from is ~ iven .  We make the 

closed Imps us in^ the linear feature with no noise 

terms, find rrtatisLical characteritics of pixcls from 

each closed Imp and classifies some arcas as the 

neweast class. Thc classified result i s  in rig. 5. 

Reviewing the result which is retained by usinn 

propacd mcthd, we concludc that Ihc  result which 

is classificd by each small closed loop is supcrior to 

conventional clustering method. 



6.3 match in^ Expcnrncnt 

On the basis of clustered area by propod  

clustering method, the match in^ window sizes 

correspondinn search areas are dccidcd. Mountain 

meas 91-e matched by the 0.2 sub-pixel and urban 

arms and cities the 0.5 sub-pixel. On the other 
hand. rivers or lakes are not matched but 

interpolated with each end value. The f i ~ .  6 shows 

the matching result which dccribes bdnht. 

Fig. 6. DEM 

7. Conclusion 

In thjs study we proposed linear f e a t u r e b a d  

claasificatian a t h o d  to Construct DEM automaticdy 

by using SPOT satelhte d i g i d  image and matched 

cach classified area adaptly by proposed way and 

saved DEM construction time dso. And optimal 

window size and search m a  for each area make 

werall matchinu accuracy eonatant Extracted DFM 
experimental results show that W S  crmr amounts 

12.5 m for 96 test points. Erbacted DEM 
experimental results show that RMS error m u n t s  

12.5 m for 96 test points. 
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