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Abstract — The paper describes a new method of model
generation that can be used for 3-D curved object recogni-
tion by means of evidence collection through hierarchical
parameter nets. The model database is composed of a set of
high-dimensional interpretation tables with feature param-
eters as their indices. In the model generation process, the
tables are registered with object hypotheses associated with
pose-invarant features that are extracted from sample im-
vges or CAD data. The important aspect of the method is
that feature saliency representing discriminating power of
the features can be evaluated automatically and simultane-
ously with the feature registration. An algorithm for evalu-
ating the feature saliency ts proposed on the basis of learning
mechanisms of neural networks. It 1s shown that the algo-
rithm can be easily employed for modeling curved objects
whose surface patches can be transformed into a unary and
a binary parameter spaces. Results of some simulation ez-
pertments are reported.

1 Introduction

Many high-level vision systems require a good use of the
relevant knowledge of the objects to be recognized. In a
model-based msion system, the knowledge is usually orga-
nized in a model base which plays a crucial role for the
performance of the whole system. In general, the model
generation process involves following two main parts:

s Extracting charactervistic features of the model objects
from sample training images or CAD data.

* Registering the extracted features into model database
with a good structure so that they can be taken into
recognition conveniently.

The feature extraction is a easy task since many efficient
algorithms for the feature extraction are available ([3]). The
feature registration, however, is much difficult to perform
as compared with the feature extraction. In the most of
model-based methods proposed until now, the feature reg-
wstration is carried out by indexing model features into some
interpretation tables that are used to produce, in the recog-
nition phase, hypotheses according to sensory information.
The table structures are usually very simple and the impor-
tant point for reliable recognition is to use as many features
as possible for setting up correct hypotheses.

On the other hand, the increase of the feature number
will make the size of database very large. and in conse-
quence, the cost for hypothesis verification increases drasti-
cally. A reasonable modification to the feature registration
process is to associate with each indexed feature a coefli-
cient showing the discriminating power of the feature for
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different vecognition purposes. The discriminating power is
usually referred as to feature saliency and its use will facil-
itate hypothesis verification by neglecting a large number
of less potential hypotheses.

In the paper, we propose a new method for the saliency
evaluation by utilizing pattern learning mechanisms of neu-
ral networks. It is assumed that, in the model genera-
tion process, sample images of model objects are shown
in turn to the model-building modules that extract pose-
invariant features. The features are then registered into
some interpretation tables with the feature parameters as
their indices. At the same time, a three-layers nenral net-
work is constructed for each interpretation table, with its
input cells corresponding to table entries and its output
cells to possible model objects. During the feature regis-
tration, the network is updated by using the well-known
back-propagation algorithm with training and teacher pat-
terns formed from the indexed tables, After the registra-
tion, input patterns corresponding each to a table entry are
formed and shown to the trained network in sequence. The
output signal is then used as value of the saliency coefficient
for the considered feature-and-object pair.

The model base is most suited for the object recogni-
tion based on the parameter-nets approach, in which the
evidence for globally consistent interpretations is collected
through some hierarchical networks ([1], [2]). The com-
puted saliency coeflicients of the table entries can be used
to specify the initial state of the networks to perform the
evolving constraint satisfication process. Generally speak-
ing, the main advantages of such an approach are the toler-
ance to image noises and occlusions as well as the fastness of
the on-line recognition. It is noted that the model is fit also
for interpretation tree (IT) approach if the required search
process is planed by using the feature saliency coeflicients
((6). [10]).

In our current implementation, the primitive pose-
invariant features are chosen as unary and binary con-
straints for describing surface patches on the model object
surfaces. Experimental results showing behaviors of the
proposed method are presented.

2 Interpretation Tables for Modeling

Interpretation tables are a kind of data structures which
associate interpretation hypotheses with model features to
produce an efficient feature matching procedure ([5]). Cor-
responding to a specified feature type. an interpretation
table is a high-dimensional table with the feature param-
eters as its indices. For a feature F with n parameters,
an interpretation table can be constructed by specifying
the indices of the table entries as (kpi, kpo. -+, kpn), or



simply kg, where kg, are quantified parameter values, The
recorded items in the entries are hypotheses associated with
the corresponding features. In object recognition, if a fea-
ture located at kp belongs to model objects M,, My, -,
the record of the entry can be written as

E(kr) =< Mg, My, - >, (1)
where M,, My, - indicate the hypotheses about object oc-
cmrence when F is found in sensor data. If multiple types
of features are used, the same number of tables should be
constructed.

In parameter-nets approach, the initial hypotheses gener-
ated from the tables can be sent to parameter networks for
getting globally consistent interpretations via. a constraint
satisfication protess. If the hypotheses have the same possi-
bility for supporting each interpretation, the constraint sat-
isfication process usually costs a long computational time
before reaching the stable state. In fact, however, each fea-
ture registered in the tables has a different discriminating
power for the recognition of different objects. For exam-
ple, the features belonging to only one object will provide
much stronger evidence for occurrence of the object than
the others, and it hence will play a more important role
in recognizing the object. To evaluate the discriminating
power, we argue that a saliency coefficient should be asso-
ciated with each feature-and-object pair provided the set of
model object is given., Accordingly, the record of the entry
corresponding to feature F' should be rewritten as

E(kp) =< {Ma,Ca} AM;, C}o o0 >, (2)
where Cq, Cy, - - - are values of the saliency coefficients.

The use of feature saliency has received attention of many
researchers ([6], (7], [8]). Some algorithms have been pro-
posed for evaluating feature saliency for edge points or 3-
D data points on the basis of comparison of edge or sur-
face shapes ([11), [13]). However, there is little attention
that has been paid for computing the coefficients for 3-
D structural features. We have designed an algorithm for
performing the computation for unary constraints on sur-
face features ([12]), and, in the paper, we shall modify the
algorithm to take into account the binary constraints on
velations between, or among, features.

3 Pose-Invariant Scene Description

3.1 Patch-Based Object Description

A main factor dominating performance of model-based sys-
tems is the level of the used model features. In our method,
we assume both sample and sensor images include only ob-
jects that can be described as a list of isolated surface
patches, Suppose a sample image is segmented into m
patches Py, Pa, -+, Py,. Then, the scene S projected to
the image can be represented as

S§={Pi, P2, . Pul}. (3)

It has been shown that the patch-based description is a
compact scene representation that has the following prop-
erties.

o A significant percentage of manufactured parts can be
perfectly represented or well approximately by a small
number of surface patches of simple shapes.

e The description is easy to obtain by using 3-D sensor
data such as range images ([4], [8]).
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e The description preserves many global properties of
the described objects. It assures that absence of some
surface points in a sensed image will not cause harm
to tasks such as object identification.

Given isolated patches in a segmented image, we need
also to describe them to get a complete description of the
scene. In general, translation- and rotation-invariant (pose-
invariant) descriptions are prefarable because they are not
susceptible to the changes of object poses in a 3-D space,
In the following, we shall discuss on some of such pose-
invariant constraints on patch description.

3.2 Unary Constraints on Patches
To describe a scene informatively, it 8 necessary to spec-
ify the types and parameters of patches in the segmented
image. In the method, we suppose that only four types of
surfaces - planar, spheric, cylindrical, and conic surfaces -
appear on the objects to be modeled. Then, a patch P;
in a sensor-oriented coordinate system can be described by
the identifications of its primitive type, general type, and
a triplet P, =< l;,0;,8, >, where l;,0; and s, indicate, re-
spectively, its location and orientation vectors and its size.
Using the sensor-oriented description, we represent the
pose-invariant unary constraints on the patch by a feature
vector as

ku(Pi) = (kir, kia, Kia), (4)

where kj(1 < k;; < N,;) are values of the parameters that
are chosen to describe the patch. All of the combinations of
ki; forms the feature space of the unary patch description
and its size Z is given by Z = [[3., Nij.

The feature vector is defined as follows.

® ki@ primitive type:

1: if P; is a planar one;
k 2: if P, is a spheric one; ()
"= 3: if P, is a cylindrical one;
4: if P; is a conic one
® ko general type:
1: if P, is a convex one;
ki = { 2: if P; is a concave one. (6)
e kig: patch size:
8 —8
kis = (ks 2, (M
M — 8N

where ['(x) is a function quantifying x into integer, ks
the maximum for the size description, sy and sy the
upper and low bounds of the size, respectively.

Fig.3 shows the sample images we used in our experi-
ments and, by assuming ky = 4, the Scene-3 in the figure
is described as

83 = {P31, P32, Pas} = {(1,1,2),(2.1,3),(3,1,3)}. (8)
3.3 Binary Constraints on Patches
Binary constraints describes relations between patches ex-

tracted from sample images. Suppose we have two patches
P; and Pj, which are described as

P, =< ;0,8 >, P; =<;,04,8; >, (9)




respectively, in the sensor-oriented coordinates. The pose-
invariant binary constraints are then described as a relation
Jeature vector as

kb(.pllpJ) = [kul-klj‘d]- (10)

where k;;; is combination of the primitive types of the two
patches, and k;;2 a pose-invariant parameter. The following
shows a simple explanation of the definitions,
® ki,;: combination of primitive types:
The values of k;j; are shown in Table 1, where plane
is denoted as P, sphere as S, cylinder as Y, and cone
as 0.

® k2. relation parameters:

k.;2=rik31ul. (11)
T™M —TN

where I'(z), kpyr.rar and ry are defined in the same
way as the size computation in the unary constraint
description. 7, is the distance between the locations,
or angles between the orientation vectors, of the two
patches, It has been shown that such parameters are
pose-invariant and can be easily computed from the
sensor-oriented description given by eq.(9).

TasLE T VALUES OF kijy

patch [ P|P|P|P|[S|[S[S[Y[ Y] O
pair | P|S|V|o|s|Y|lo|Y|o]|o
kg | 123|456 7]8]9]10

In general, the relational constraints can be extended to
groups of more than two patches. We use only binary con-
straints here mainly because large groups of patches will
lead to large numbers of the table dimensions and it will
complicate the learning process for saliency computation.

4 Neural Saliency Computation

Many factors in an object description have influence on
occeurrence of model objects. Some researchers have at-
tempted to compute saliency of object features on the ba-
s18 of geometric or statistic properties of the features ([7],
[11]), or from the viewpoint of patch visibility ([8]).

Theoretically, this saliency computation task can be con-
sidered as a learning process based on some given training
patterns. We have designed an algorithm using the fea-
ture learning concept and implemented it with an artificial
neural network. As shown in Fig.1, the network has three
layers of cells. Each input cell is associated with each entry
of the considered interpretation table. After the description
of a training image is extracted, the mput cells associated
with the patches in the deseription are activated. That is
to say, given the extracted image description, we set the
input signals to the input cells related to the registered fea-
tures to 1, and 0 otherwise. The output cells of the network
are associated with the possible model objects. We know
from the sample image what objects are occurring and the
teacher signals showing the occurrence of the model objects
can be then determined by the knowledge.

There are a training phase and a performance phase in
the process of computing saliency coeflicients of the table
entries, The training phase is intended to memorize the
patch ocenrrence in the training images by modifying the
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Fig.1. Neural Network Used in Saliency Computation.

weight coefficients of the net pathways. Let the weight
coefficient of the path out from i-th cell of the (k-1)-th layer
and to the jth cell of the k-th layer be denoted by w*~' *

i
The cell output signals are computed by
af = f{wa_' j'nf"). (12)
J
where i
f(t) (13)

T 1+ oxp(=t/ug)’
Then, by using the teacher signals derived from the training
image, the weight coefficients of the pathes are modified by
the difference of the teacher signal y; and the ontput signals
o} from the output cells as

Awft b = —edfol™!; (14)
df = (3 wh Pt FGh), (18)

[

where £ is a small positive number specifying magnitude of
each modification. When a training image is registered, the
network starts the modification according to the rules given
above repeatedly until the error signal between the out-
put and teacher signals is less than a specified value. This
learning algorithmn is based on the typical back-propagation
technique whose convergence is discussed in almost every
text about neural network theory (eg. [9]).

In the performance phase, the saliency coefficients are
calculated by the forward performance of the trained net-
work. Assume the table has n,, entries. Then, n,, input
patterns are formed so that only one input cell is activated
in each pattern. The input patterns are then shown to
the input layer, and the output signals are taken as values
of the saliency coefficients of the corresponding entries for
recognizing the considered model objects.

Whenever a new model object is taken into account, we
have to establish one more output cell in the network and
restart the training phase all over again. Since the model
generation process is usually carried out by off-line oper-
ations, the computational time required in the restarted
process is not problematic.

d} = (o} — y;) f'G});

5 Exeperimental Results

We have made some experiments on synthetic scene de-
scriptions to show the feasibility of the proposed method.
Results of one of them are illustrated in the following.




(a) Object-A (b) Object-B (¢) Object-C

Fig.2. Model Objects Used in the Experiments.

The model objects supposed to appear in the observed
scenes are Object-A, B, and C shown in Fig.2. Six train-
ing scenes, three of which are shown in Fig.3, are formed
to carry out the training of the saliency computation net-
work. In the example, we consider only the learning for the
interpretation table constructed for unary constraints. The
number of the input and output cells are chosen as 32 and 3,
respectively. The number of the hidden cells are 16 and the
parameter g in eq.(13) is 1.0. After the training patterns
are shown to the network one after another, the network
reaches its stable state after 238 times of modification of
the weight coefficients.

After the training process, the outputs of the network
for the input patterns corresponding to each table entry
is measured. The saliency coefficients of the patch-and-
object pairs are derived as illustrated in Table 2, 3, and 4,
respectively.

The results show that the saliency coefficients related to
the patches belonging to only one model object have much
larger values than some others. This is consistent with the
meaning the coefficients are expected to have.

6 Conclusion

The work is aimed at solving the problem of feature saliency
computation involved in an automatic model generation.
An algorithm based on neural networks has been proposed
for accomplishing the computation.

Feature saliency computation is a very useful technique
in dealing with 3-D object recognition problem. By using
the method, it is sufficient, in many recognition tasks, to
match a small number of patches of greater saliency for
determining occurrence of specified model objects. In par-
ticular, the saliency concept is very suitable for interpret-
ing images containing occluded surfaces since the absence
of some less important patches does not hinder the whole
recognition task. In the future work, we shall try to ap-
ply the saliency computation algorithm to other types of
invariant features, such as 2-D edges. It is also worth while
to investigate how to use the computed saliency coefficients
i general constraint satisfication parameter nets.

TasrLe II Saviency COEFFICIENTS FOR PATCHES ON
ORIECT A

Pii [Pi3 |Pis | Pla | Pi3
Object — A T 0.80 [ 0.99 [0.99 [ 0.80 [ 0.43

Object — B || 0.33 | 0.06 | 0.02 | 0.05 | 0.02
Object — C | 0.00 | 0.00 | 0.01 | 0.04 | 0.37
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Fig.3. Three Training Images Used in the Experiments.

Tasre IIl1 Saviency COEFFICIENTS FOR PATCHES ON
OmiecT B

Pii | P | PR | PR P
Object — A || 0.80 [ 0.07 | 0.06 | 0.05 | 0.06

Object — B || 0.33 [ 0.72 | 0.89 | 0.95 | 0.89
Object — C || 0.00 | 0.02 | 0.02 | 0.00 | 0.02

TasLe IV SavLiENcY COEFFICIENTS FOR PATCHES ON
Opiect C

Pii [Py | P33 | Py
Object — A | 0.43 | 0.80 | 0.00 | 0.43
Object — B || 0.02 | 0.05 | 0.26 | 0.02
Object —C | 0.37 | 0.04 | 0.90 | 0.37
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