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ABSTRACT 
The r~lial)ility of :3 - I )  ititcrpretations computed from X x 

imag~s i a  analyzed in stetistical terms. T11c reliahili ty 
of Itrtc fitting to ctlgrs is ~valualcd q~antif~atively, and 
t h r  relial)ilit!. of vanishing point wtimation is deduced 
quant ibativrly. The result is applied to focal length cali- 
1,ratirm. ' I 'tir- r~tialai1it.y of fitting a n  ort.hogonal rrarne to 
I Irrr~ ori~nt at ions is also discussed, and stmat istical criteria Z 
lor ! . P s ~ ~ I I ~  gcoln~tril: Rypoth~ses are derived. \ 
2 .  STATISTICAL MODEL OF NOISE \ 

Y Y 
In mhotics applications of computer vision, reliability of Fig. 1 : camera imaging gmmetry and N-v~ctnrs. 
cornp~ltaljon is  of t h ~  utmost importance. In thc past, r~ X x 
liability of rompu tation has often h e n  tested empirically 
I)y using synt,h~tic and real data. For further progress, 
w r  nwrl a /hrnr~! ical  hasis lor it. 

Assuinr n h ~  camera imaging model [3, 41 shown in 
Fig, 1: I trr origin 0 is called t h e  viewpoinl; the constanl 
f is rallecl the foral I ~ n g i h .  h point P on the  image plane 
i s  rcprcs~nted hy the unit vcctnr ma starting from 0 and 
pointing toward P; A line 1 on the image plane is repre- 
smt.d by the unit s~rrract= normal .n to the pEme passing 
through 0 and 1. IVe call rn ancl n IY-tw-lovs [4]. Pig. 2: Line fitting. 

Lct rn be t h ~  N-vcct,or of a point data on the image 
plarw when tltpre is n n  noise. In lhe prmence of noise, a 
pc.rttrrl)rd N-vrrtos m' = m+Am i s  obscrv~d. The error 

Here, r n ~  i s  the N-vcctor of the  center point or I lie edge 
1t.i-rn A m  i s  regarded as a t-andom nnriable. Consider the 

segment and 7 is the e d p  densihp (thp nurnhvr of pdgp 
rntrnrlnrlcr n l n t ~ i r  

pixels per unit pixel Icngth). Wr call t h e  constant K llle 
Vim] = ~ [ ~ r n ~ m ~ ] .  ( I )  image resolution. 

The covariance matrix V [ n ]  of the N-vector n of the 
whcrc 1 drnotes cx~ectation- Suppose noise occurs at ]ine pAssing through two <Inla, has thp  rol low i ng 
each pixel on thr irnag~ plane and is equally likely in all form ~51: 
orient ations wit,h the same root-mean-square E (measured c 

V [ n ]  = (-)?uuT. 
i r ~  pixrls), which rve call the i rnag~  accuracg. I f  the size of 11) 

(.5) 

the ;mag? is small compared wilh Lhe focal length f, the Here, u is the unit  rrector indicating the arir~ltation of 

covariancr matrix ~ [ m ]  OF t he  N-vector of a clata pixel the line and w is the distance bct,wcen tllr tzwo P i ~ r 1 5 .  

Iim t hr following form [ti]: 

?* T t 3. RELIABILITY OF VANISHING POINTS 
17[rn] = - ( I  - mrn 1, 

2 € =  7 '  (2) 
If lines ( I , ) ,  a = 1, ..., N ,  are projections of parallrl line 

2. RELIABILITY OF EDGES 
in the  scene, they are conrurrent on the image plane, 
meeting at a rommon vanishing point (Fig. 3(a)); its N- 

lAct n bc the ~ - ~ ~ ~ t ~ ~  or a jnc fitted bo p+e in vector m indicates the 3-D orientation of the  cnrrmpond- 
t h r  ~ ~ S P ~ C F  OF noise. In the presence of noise, each edge ing lines (Fig. 3/b)) 13, 4 ,  51- Let W he the N-vpctor or 

is displaretl [l], Idrt = n+ he the ~ - ~ ~ ~ t ~ ~  a hypothetical E C ~ P T  [ine lc of the h' linrxr (Fig. 4 ) .  Let 

of the Iinr fitird Lo displaced edge pix~!s (Fig. 2). The % be the unit vector ortl1ogonal to boll1 nr: and the 
r~lia1,ilit.y of t h e  f i t ,  is dmcrihcd by t l l ~  covariance matrix N - v ~ t o r  m of the vanishing ~ o i n t ;  mc can br idcntificd 

with the N-wrtor of a point PC olr t he  centrr lilte lG ,  
Vln] = E I A ~ A ~ ~ ] .  (3) which we call the conj~rgafe pain!. 

Suppose each line I ,  is obtained by fitting a l i n ~  tn an If a line is f i t trd 40 an e d g ~  segment of length t l ~  in orien- 
e d g ~  segment of length tu,. Lrt mr;, be the N-vrctor of 

tatirm u. the covariance matrix V[n] of the N-vect,or n 
of the  ftfcd linr Iiw the following form [5]: its center point C,. Let be the angle bctwwn nc and 

n, and call it the  de71ialion anqle (from thc 1iypotrh~tical 
6~ K T c" center line) of linc I,. Let. 8, bc the anglc hetwwn mc, 

V[n] = -uuT + - rncrnc, K = - .  
IUR 2 1% 7 (41 and rn and call it the disparity of t h e  vanishing point from 



(a) (b)  
Fig. 3: (a) Vanishing point, (b) The N-vector m of the 
vnnislling point indicates the 3- D orientation of the line. 

Fig. 5 Thc 3 
X 

-D configuration of the grid 
- 
a f m  "[lo] ] Irb 
1 10?7.fl 120.1 1 0.021 
2 1136.0 28.4 1 0.OR3 

3 1119.9 1R.6 0.126 

4 1146.4 13.5 0.174 
5 1M'?.4 21.4 0 . 1 1 0  
6 1 1 G i . G  55.3 0.012 

7 1147.3 19.3 0.1?? F~R. 4: The tenler line lG and the conjugate point point 
8 1142.2 17.9 0.131 

PC. 9 1092.5 2fl.fh 0.1li 
a 10 2036.9 31,4 O.RT5 

the crntcr point of the 0 th  edge segment. The covariance 
matrix I r [ n ]  of the N-vmtor of the mtirnated vanishing (a) (b) 
point i s  evaIuated in the following form 151: Fig. 6: (a) A real image of  a planar grid pattern. (b) 

Focal length I,, variance V [ j , ] ,  and optimal weight5 ITa 
6kmcm; 

Vim] = (6) lor each trial. 
rt=, wa3 sinz dn / sinZ 0,  

when B = 0' = 58.61 ...', for which the projections of E ~ P  

4. FOCAL LENGTH CALIBRATION two sets of linm meet on the  image plane at angle y = 
11 1.85 ..." [5]. 

The camyra model must he adjust4 so that it agrees Let I,, 0 = 1, ..., N, he N mtimates obtained from 
with the actual carnpra. The most important param~tvr d. lfferent images. It can he shown 1.51 that the optimally 
i3 t he  focal It-ngtll I. Its determination ir b u d  on the  is Riwn 
toflowing [act [3, 5, Ci]. Let rn and m' be the N-vectors of 
t hc vanishing points or mutually orthogonal l i n e  in the N 1 
sccne defined with respect to a tcntatiw focal length I. i = ~ w ~ l * .  ~ r =  i w / (9) 

Thr truc focal l ~ n g t ~ h  j i s  given by 
" - V[,ml 

and its theoretical variance is 

. - - 

Suppost= the two vanishing points are det~cted as in- The conjdence infernal can be computed hy employing 
t~rsmtions of N and N' concurrent lines f i t t d  to edge 

the Gaussian approximation: the true value j is in- 
segments of lengths w, and w,', respectively. Let 1, and 
4,' be the deviation angles OF the individual edge seg- 

ferred with (1 00 - a)% confidence to be in the interva! 

rnents. If the crntcr lines of the two sets of l i ne  meet at [ j  - ' a m ,  f + ' a m ] *  is Q% point 

tllc image or ig jn  and i f  0 and 0' are the disparities of of the standard normal distriblltion. Rowever, this anal- 

thf two vanist,ing points from o, the variance ~111 Of ysis indirectly involv~s  the image resolurion K .  I f  K is 

ford length ( is given as follows 151: difficult to estimate, we can do without it by using the 
Student statistic [5]: tEr (100 -a)% confidence interval ia 

1 V[jj a % ( 1 / cos' 6 I / cos' If' [i- l . + ~ - l a , / m ,  jt t . + ~ - t ~ / J n ] ,  where  tar^ is + c:=, 111,3 4, ~f;, w,rs  sin^ 4 , d t h e  n% point of the Student distribution with N d~grem 

(8) of freedom and s = 3 ( ~ f = ~  WW,(f, - f )a. The resolution 
Consid~r a square grid pattern placed in the scene K can be chosen arbitrariIy [5].  

(Fig. 5). Let r be the distance from O to the center of the The planar grid pattern of Fig. 6(a) w~ placed in var- 
grid pattern. The pattern consists of two sets of N (= an ious locations and orientakions in the scene. Fig. 6(b) 
odrI nurnh~r) lines. Let 1 be the size of the pattern, and d shows the  estimated focal lmgths j,, their variancm 

the s i7~  of the intlividual grid squares. If I /  j is small, it VI J,], and the  corresponding optimal w~ights I.(',. Tri- 
can I)e proved [5] that the minimum of eq. (8) is attained als 1 and 10 correspond to the case in which thp pattern 
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Fig. 8: {a} Model matching Tor object recognition. (b) 

i .  How should we group these edge segments together? 
I-.. . .  , 
:,. b . 4 ~  

,;.: . ., p: 
. . . .  ,#* + + + 

FOE 
. . c] (a) a (b) @!;;;;,.,.," ----;,-*-'Y &I&;;, .. * - <-*-:' - - - -  , --<+,' > - >:;<'- - - - - -.< <>Pr 

, ' 
Fig. 7: (a) A real image of a rectangular box. (b) De- 
tected edges. (a) b) 

Fig. 9: (a) How can we jrtdge the conctrrrency or edge 
i s  nearly parallel to the camera image plane. The come- segments? (b) Focus of expansion. 
sponding variances arc very large, meaning that the reli- 
ability i s  very low for such configurations. The optimally the t h r e  vanishing points are estimated by optimal least- 
weighted average i s  = 1125.0 (pixels). The 95% con- squares 151. Their covariance matrice V[rnl] ,  Vlrn,], and 
fidence intervai is [1099*6, 1150-41. Since I/r 113 and V[m3]  are given by eq. (6). The discrepancies of m,, m,, 
d / r  1 /fi, the t hmretical lower bound of v[fl is Y l / ]  and ma from the fitted orientations we 1.35'. 1 .2s0, and 
3 9.1 ..., meaning that trial 4 (Fig. 6(a)) is very close to 0.97', mpectiwly. Eq. (13) g iva  the covariance matrix 
the optimal configuration; the grid lines intersect at angle V [ R ] ,  which tells us that the root-mean-square prror A 0  
112" in Fig. 6(a). of the angle of error rotation (from the true frame, which 

we do not know) is 0.49'. 
5. ORTHOGONALITY FITTING 

6. GEOMETRIC TESTING 
In many robotics applications, we encounter the pmb- 

lem of fitting an orthogonal frame to t h r e  axes computed In recognizing objects in an image, edges arp detpct.pd 
from real data. For given rlnit vectors (rn,), i = 1, 2, 3, and candidate 3-II models stored in a datahasp one are 
consider the computation of a right-handed orthonormaE matched by one by changing the spatial position and ori- 
system { v , }  such that entation. Then, the one that best matches is chosen as the 

true object. 1t is natural to memure the degree of match- 
3 3 ing by the discrepancies of the detected edge segments 

~ w l l l T 1 - m l i ' - m i n '  * = I  EWi=l' , = I  (11) fmmthesupposedlinesepenlsolthemodel(Fig.8(n)). 
In the past, various discrepancy rneMtsures were heuristi- 

Thc solution is analytically obtained by the method of cally introduced [Z, 71, but from cq. ( 4 )  we obtain the for- 
.singular nn!rr~ decornpsition, the method of polar d e ~ ~ t t a -  lowing criterion: Let -,, u,, and to, be the N-vector 
positron, or the mpthod of quaternion mprrsenlotion [5].  of the center point of an  edge segment, its orientation, 

Since {ri) i s  a right-handed orthonormal system, the and i t s  length, respectively, and let ii be the Ilj-vector of 
matrix R having them as columns is a rotation matrix, a line. If 
which we call the best-jtt . ing mlation. If R is computed 

wa3 2 f2,uo from image data, it may be pertnrbed into Ft'. Since -(fi, uJ2 + - 
6~ K 

I f i , m ~ ~ ) ~  > x:,, (14) 
its columns still lorm an orthonormal system, the trans- 
formation from R to R' is a by same A n  i' ''tisfid, the "R' "P'"' cannot be '%a'''' as lying 

around some axis 1. Let At = AR1, and define covnriance On the l ine with confidence (loo - 
m a ~ r i r  of rotation R by We want to know if multiple fra~mented edge segments 

can be combined together and replaced by a single line 

V[R]  = E[AIAI'].  (12) (Fig. 8(b)) [8]. Let n,, mc,, uo, and w, be t tic 5-vcctor 
of the a t h  edge segment, the N-vector af its tenter point, 

The covariance matrix V [ R ]  of the best-fitting rotation i t s  orientation, and its length, respectively, rr = 1, ..., N .  
R t o  {mi), i = 1, 2,3,  is given as foIlows 151 ((., - )  denotes It can be shown is] that if  the N-vector +i or the line 
ltlle inner product of vectors): fitted to a31 the  edge segments satisfim 

(13) the N edge aegments are not regarded m collinrar with 
Fig, f ( a )  is a real image of a rectangular 'box. Fig. 7(b) confidence (100 - a)%, where x:,~ is the a% point of the 

shows c l ~ t e c t ~ l  r d g ~ s .  The N-vectors m,, m, and p.n3 of ~~-distributiorr with two degrees of Freedom. 



(4 (1, )  ( ~ 3  
Fig. 10: Superimposed images of a translating stapler. 

Vanishing points provide important clues to 3 - 0  inter- 
pretation 191, but projections of pardlel lines may not be 
concurrent due to noise (Fig. 9(a)J. Let n,, m,, and 
wa he the N-vector of the ath edge segment, the N-vwtor 
of its center point, and its length, respectively, a = 1, ..., 
N .  It can be shown IS] that a point of N-vector m can- 
not be regarded a3 their vanishing point with confidence 
(100 - a)% if 

If points are rigidly translating in the scene (or the 
camera is translating relative to them), their trajecto- 
ries are parallel in the scene, defining a Gommon focrrs 
of ~rponsion (Fig. 9(b)): its N-vector indicates the 3-D 
orientation of the corrmponding 3-D translations 141. Let 
n,, ma, and w, be the N-vector of the trajectory pass- 
ing through the 0 t h  pair, the N-vector of its center point, 
and the distance betwmn the two points, respectively, 0 

- - 1, ..., N. It can be shown [5] that a point of N-vector 

rn cannot be regarded as their focus of expansion with 
confidence (100 - a)% if 

Fig. 10 shows superimpositions of two real images in 
which a stapler undergoes (a) a pure translation, (h) a 
translation and a small rotation, and (c) a translation 
and a large rotation. Seven feature points are chospn, 
and their trajectories are defined by connecting the cor- 
rmpondinp: positions. We hypo th~ ize  that all the tra- 
jectories are concurrent. The validity of this hypothesis 
depends on the image accuracy 6 (in pixels) with which 
the feature points arc detected. If E 5 2.5, the b-ypothesis 
is accepted for (a) but rejected for (b) and (c) with 95% 
confidence. f h  2.5 < r 5 7, the hypothesis i a  accepted lor 
(a) and (b) but rejected for (c) with 95% confidence. JZ r 
> 7, the hypothesis is accepted for ( a ) ,  (b), and (c) with 
95%confidmcc. 

7. CONCLUDING REMARKS 

In this paper, the  reliability of 3-T) interpretations corn- 
p t e d  from images has been analyzed by applying the 

statistical theory of Kanatani (51. First, the reliability of 
edge fitting was evaluated in terms 01 image noise char- 
acteristics. Then, the reliability of vanishing point =ti- 
mation was deduced from the reliability of edge fitting. 
The result was applied to focal length calibration, and an  
optimal scheme was derived. WP also discussed t he  rclia- 
bility ol fitting an orthogonal frame to three orientations 
obtained by sensing. 

Finally, statisticn! criteria were derived far model 
matching, testing edge groupings, vanishing points, fo- 
c u s ~  of expansion, and vanishing I ina.  For these prob- 
lems, it has been customary to introduce ad hoc param- 
eters to be thresholded, but all the criteria given here do 
not involve any ad hoc parameters; they are build on a 
rigorous statistical basis. 
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