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ABSTRACT 

The most important probIem remaining In 3- 
D information recovery by stereopsis is the 
matchlng problem. A new segment-based stereo 
matching method. which achieves high stereo 
matchhg correctness for large vergence-angle 
stereo palm, Is presented. The algorithms used are 
[a) incornpatlbllity dissolution by lteratlve 
revision. (bl llmitauon or allowable drsparlty range 
sultable for vegence-stereopsis. and (cl weightlng 
the candidate evaluation measure using the number 
of the rows constltuthg a candidate. Among these. 
algoclthm (a) is the most important. as !I 
contributes most to matching correctness increase 
and can dissolvc Incompatibility. without the 
processing time increasing rapidly with the scene 
complexity as graph-theoretlc methods. Thus, it 
is the main focus of this paper. We performed 
experlments with the algorithm uslng stereo image 
pairs from 39 various scenes. A quantitative 
evaluation revealed fairly good matching 
correctness results. Relative evaluation 
experlments showed that the algorithms 
mentioned above can improve rnatchlng 
correctness. And. any rapid increase fn processw 
time does not occur for more complex scenes. 

INTRODUCTION 

Stereopsis is am important method of passive 
3-dfmenslonal information recoverry. In 
stereopsts research. matching is the most 
slgniflcant problem remaining. Previously, we 

a segment-based method which 
extracts matching candidates connected to a 
sweeping parameter. and then determines a 
matching pair from them. In that method. 
matching; cornpatlb~lity Is achieved by 
sequentially determining the matching pa& from 
candidates cornpatlble to all the matching pairs 
previously obtained. That compatibility 
adjustment method is simple to perform. but 
unwen and not reasonable enough. Next. ta evenly 
dlssolve incompatibility between candldates, we 

stereo matching rnethd that uses the 
clique method hlerarchicaHy based on an analog 
candidate evaluation measure. Experiments 
Involving that method showed fairly goad results 
wih respect to matching correctxess. That method 

can evenly adjust Incornpaiibtllty. bu t  has a 
problem with the processing time increasing 
drastfcally a s  the scenes become more complex. 

Now. we present in thk paper a segment-based 
stereo matching method, that uses an analog 
evaluation meaure, to sohe t h e  above problems and 
also to make It eirective under larger vergence-angle 
conllgumtlons. The algorithms employed are : la) 
iterative Incompatibility revlslan. (b) disparity 
range limIltation suitabIe to vergence-slereopsis. 
and Ic) candidate-evaluation-measure weighting 
uslng the total number of rows common to the 
segments or both frames. Algorithm [a] Is the most 
important one of the three, a s  it solves the process 
bursting of graph-theoretic methods. lteralive 
melhods have been ap lied to several stereo 
matching Among Lhen. Barnard 
et al. Lloyd et al. and Nagata et al. are all based on 
prababillslic relaxation. Though they rwlse 
Xncompatibility iteratively, fn the same way as the 
method In this paper. they update the 
incornpatibllity based on neighboring 
information, whlch const#utes the framework of 
relaxation. In contrast, this method adjusts 
hcornpatibaity without referring to nelghbbring 
information. Furthermore, the ~robabillstic 
relaxation rwlsion process is cornpl&. whfle the 
revision process lor this method Is simple. 

h Hwang et al,, global matching is detemhed 
without rwision and I s  pedormed In the regional 
units. Matching for every region is determined only 
once, by sequentially shirtkg the rnatchmg from 
the current region to an lrnportant neighboring 
reglon. and revision is done for a table of relations 
among regions. edges. and vertices. The rwision 
Is not based on any andog waluaUon measure Ilke 
the method presented in this paper. The results of 
quantitalYve experiments uslng the method 
introduced here, indicate fairly good matching 
correctness can be obtained for various scenes with 
an average large vergence-angle. The basic 
alg~rlthm used 19 our new method Is described In 
section 2. the three characteristic algorithms are 
described Fn section 3, and the performance and 
evaluauon experiments are presented in section 4. 

BASIC ALGORlTHM 

In the stereo matching method introduced Ln 
this paper : An analog evaluation measurer2' a 



Incorporated in a sfmplc matching control 
struciure"'. men. the method Is exlended to 
vergence-observation and color input Images. and 
the three algorithms stated above are added. This 
paper intends to show that the three algorithms 
can produce faLrEy good matching correctness by 
lrnproving on the matching correctness. The basic 
structure of t h b  rnethd Is : 

[sl) stereo image pair input, 
[a) vergence-to-parallel-axis image 

transformation, 
Is31 longltudlnal dispaflty correction, 
Is41 image defirentiatfon. 
Is51 edge extraction. 
(961 segment extraction. 
(s71 matching canadate mtmction and 

matching pair determination, 
(&I iterative 1ncompatibIlity revision, 
Is9) depth estlmatlon, 

fs 10) intermediate-viewpoint-image generation. 

In step sl , the Input Images are generally 
composed of RG,B coIor images. and the stereo 
camera system Fs In vergence conflguratlon [Fig. 1). 
In the figure. the left- and fight- camera vlewpolflts 
are V, and v. their optical ax- are and V,k, 
and cross each other at am angle of 2a, their image 
plane coordinate systems are 0,-x,-y,, 0,-x,-y, I x, 
and x, am the horizontal axes I. the midpoint of 
kine V,V, Is 0, and t h e  right-hand 3-D coorckmte 
system llxed to the camera system is 0 - X  - Y - 2 .  
Optical axes $A, and V ,  are assumed as an 
approximation to lie In the same plane, thus they 
Ue in the X - Z plane. An arbitrary point on a gwn 
obJect is poknt P. By step s2. the vergence-Lo- 
parallel-axls-stertopsis Image transiomatlon. 
the prwfous parallel-& stereopsis algorithm can 
be applled wlthoul alteration. The vision field is 
preserved in this transformation. As the total 
number of pkels In a frame is made constant. 

the average vlslon stereoscopic angle of each plxel 
~s pmserved. The fmd length of each virtual imGe 
plane after hdormaUon,  which is its dIstance 
Cram the corresponding viewpoint, Is the 
arithmetic average of the leR and fight frame focal 
lengths. 

In step 94. the Image differentiation. the 
process of estimating gradlent images from 
Gaussian-smoothed images has been extended to 
the color images. In slep $5. edge extraction Is 
pestormed in the same way a s  In ref.1. In slep 96, 
segment extraction. we extract, on an edge h e  of 
one pkel m width, any maximal connected part 
whIch is bounded by branching polnts, tips, or y 
-coordinate optimal points. We call it a segment, 
an edge segment or a fundamental segment. We 
consider a composite segment. which is composed 
of two fundamental segments connected to each 
other, has na branching point In it. and Is 
monotonous In Its y -coordmate. 

Step 97, matching candldatc extmctlon and 
matching palr determlnalion[". Is contraIled by 
left-frame fundamenta1 segments. A set OF 
matchkng candidates is extracted from the segment 
pairs hcluding a current left-frame fundamental 
segment. Then a rnalchlng paIr I s  lmrnedlately 
determined from the matching candidate set. An 
allowable matching candldate composition Irl this 
paper Ls a pair of fundamental segments. or a pair 
made up of a fundamental segment and a composite 
segment'". In matchhg pair determination, the 
canadate with the smallest evaluauon measure out 
of the candidates in the set corresponding to the 
current left-frame fundamental segment is 
determined to be the matching pair, wlthoult regard 
to previously determined matching pairs. As the 
cantlIdate walusuon measure. we use an equally 
weighted sum of Euclidian distances for the 
segment shape and Hght intensity between the leit 
and rl@t frames. Step s8 is a new@ added process 
for thls paper. and will be explalncd In the next 
section. In step s9, the depth ( absolute Z -  
coordinates 1 is esUmated through disparity, and 
then a 3-D wireframe Is generated In the 
compute2 'I. In step s10, the 3-D wlrelramc is back- 
projected toward intermediate viewpoint O to f o m  
a h e  lmage (the "intermedistc-viewpoint image" I 
on intermediate frame o, - x,- y, [Fig. 1 I .  By vlewlng 
the image, we can decide In principle without 
vagueness whether the segment-matchsng is c o m t  
or not. 

CHARACTERISTIC m o m s  

Fig. l Slereo camera model far 
vcrgence conf igutation 

(I) I tc ta the  Incampatrbuity R e h l o n  
In iterative incornpat1biIrty revlslon. 

matchlng pairs are modLCled based on thew 
evaluation measures aRer they are tentatfvely 
obtained fn step 97. The process of lterallvc 
IncompatIbiIity rwlslon is : 

(11 MatchIng candidates. hcIuding the current 
left-frame fundamental segment f,, are Iistcd 
from the smallest order of their d u a t i o n  



measure lo at most the n,'th order 
[Independent of f, I .  

(21 For each Iteration, the lefl-frame fundamental 
segments are scanned in a predetermined order 
[ lor exampIe. y-axis projection length of the 
segments ). 

(3) For the current left-frame fundamental 
segment I,. all the candidates llsted In f, are 
txamLned in the order or smallest evaluation 
measuse. Then, [he first candidate found that 
is compallble with wery tentative matchlng 
pair belonging to any other lek-frame 
fundamental segment. Is determined to be the 
updated tenlatlve rnakcmg pair af 1,. 

(4) Steps /2l and (31 are repeated urlless the number 
of any case wiUl I , .  in the cumnt  iteration, 
whose ientative matching palr is dflerent 
from that in the previous Iteration, I s  zero or 
& enough. Otherwise. the process stops. 

A thIllkLng q e r h n e n t  is shown for iteratlve 
incompatibility revision In Figs. 2 and 3. The 
relative rnagtlrtude of the evaluation measure for 
each matching candidate C, l i is serial number I is 
shown In Flg. 2a. The incompatibility relation 
between candidates Is shown by the graph in F&. 
2b. Each node on the graph corresponds to a 
candidate. and each edge of She graph shows that 
thc two nodes connected to it are incompatible with 
each other Ln the depth unagueness request. 

The progress or the rterative incompatlbillty 
revlslon process. under t h e  conditions 
correspondmg to Fig. 2, is shown in Fig. 3. The 
symbol '"-" In the registered candidate column 
shows that there b no candidate to be registered In 
the column. One candidate. for example c9. can 
belong to a number of different leit-frame 
fundamental segments. Iterative number " 0" 
corresponds to the matching pam d~tersnincd in 
step s7. The process converges at Iteration number 
2. The symbol "W(clrcle) shows that the 
corresponding candidate h the tentative matching 
pair for  t he  current left-frame fundamental 
segment and the current iteration number. 

(n) AUowabre mpulq mugc mww edtlblc 
Fw vergwot S t e r G o N  

The usua l  allowable disparity range 
llmitatlon corresponds to the assumption that 
objects cannot be sltuated nearer [in -Z cwrdinate) 
than a certain small distance from the stereo 
camera system in the foward directIan and cannot 
be situated at all Ln the backward direction except 
for noise effect. In this paper, taking advantage of 
zoomed up vergence-stereopsis. we consider an 
allowable disparity range of width Ad, which Is 
centered at dlspwity d, of the W u a l  parallel-axls 
Sramts between the vlston lines of the left and right 
frames' centers (Flg. 11. 

The usual method of determlnlng the 
allowable disparity range and the method used In 
this paper for vergence-stereopsis are shown in 
F&s. 4(al and bl. respectively. In the latter method. 

the allowable dispariiy range d, Is described by 
d, - Ad 5 d ,  I d, + Ad 

The allowable disparity har width Ad Is the 
frame wldth multtpUed by. Tor example. 0.5. T n e  
method used h thls paper has no useless sections 
in the allowable disparily range and I s  etrective. 
as shown In F e n  4. 

rCg c I 

Pig. 2 I tcrative inconsistency 
correction melhud 

Pig. 3 Example of iterative inconsistency 
carrec tion 

progress of the al~orithm ) 

(a) Previous dlspari ty range l imitation 

x ;  - x ;  
(b) Disparlty range l im I  t a t i o n  

suitable for v e r g e n c ~ s t e r e o p s i s  

Pig. 4 Djspari ty  range 1 imitation 
sui table ior vergence vision 



Wrlghtlng the evaluation measure of a 
matching candidate by the height of the common 
range results In the preference for a candidate 
corresponding to a physlcaI edge h e  with a larger 
effective length. Here. the common range is Ihe 
range Tor the y -coordinates at which both [ m e  
segments beIonging to a candidate coexlst. To 
describe more precisely, at  each row In the common 
range. the distances between features ( a shape 
feature. that 1s. an edge direction, and an edge 
intensity I of both frames are averaged usrng 
weighilrg about the ieatures. Then. the arithmetic 
average of the results about rows In the range is 
muItipUed by the rectpsocal of the common range 
width to produce the evaluation measure for the 
candidate. 

Performance and Evaluation 
Experiment 

En thls section. we describe performance and 
evaluation experiments for our stereo matching 
method. Relatlve evaluatlon experlments were 
carsEed out to determine the effect of the 
characterlstlc algorithms on matching 
correctness, and absolute (quantltativel waluaUon 
experiments were performed to determine the 
rnatchw correctness of the proposed method. All 
scenes used for the experiments are shown h FIg. 
5. The Input images Zor the experiments are 
256 x 240 ptxels compressed from 5 12 x 480 pixels 
uslng 2 x 2  pixel gray level averaging. In the 
experiments for the ef ic t  of the characterlstlc 
dgorlthms, the matching results were evaluated by 
cumparing the  intermediate viewpalnt images 
frnm our methd wiUl images imm our method with 
each characteristic algorithm removed o r  
interchanged with an alternative algorithm. 
Results from the relative evaluatlon experiments 
Tor Iterative incarnpallblIity revision. the most 
knportant characterlslic algorithm. are shown in 
Table I .  The symbols "+ ". " 0 " and " - " In the tabIe 
Lndlcate whether the matching correctness has 
Increased. is unchanged, o r  has decreased. 
respectively. 

The algodthm used for cornparkon is where 
matching candidate incompatibility adjustment B 
performed sequentially in step s7. as described in 
ref. 1 .  and any lncornpatibflity adjustment as h 
step 98, Is not performed afterwards. The table 
indicates that  the ileratIve Incompatibility 
revision algorithm has a very large eflect on the  
matching correctness increase. The iterative 
incompatibility revision algorithm converges 
raprdly and converges usually in two or three 
lteratlons. In the convergence states. the tentative 
rnaiching pairs dfd not change at 8 1  from those d 
the previous iteration, that is, incompatibility was 
fully dissotved. The matching results in the 
experhnents were all obtained by forcedly stopping 
the prwesstng after the third iteration. The stereo 

Fig. 5 Edge images fillowing sample scenes 
For matching experiments 

Table 1 Iterative jncompatibid i t y  
tevlslon 

matching processing tlme was shown. by 
experiments. not to increase as sharply as the 
hierarchrcal clique method, even for complex 
scenes. 

The stereo matching method. including the 
three characteristic algorithms. was used on 39 
various scenes. The matchrng correctness judged 
by mspection was. roughly speaking. good. The 
matchlng comctness was evaluated quantitaUvely 
for those matching results.  The fundamental 
viewpoints for the quantltatfve evaluatlon are 
described a s  iollaws : 
(1) The quantitative evaluaClon targets art points 

on left-frame segments that are longer than a 
threshold and compand to arry structure 
hts or boundary lines between regions of 
merent  surface materials on the objects 
concerned. 



(2) The possible wduaUon categories for each 
target point defined for matching evaluated in 
the ilrsl place are : 
(a ]  "correct" : The target cumnt polnt is 

maiched to its correct right-frame point ff 
the former is not mIuded in the rlght frame. 
and Is not dlowd to be matched otherwise. 

b) "false" : The targel current point ks matched 
to Its Wse right-frame polnt if unoccluded. 
and Is alIowrd ll accluded. 

(cl "rejected" : The target current polnt Is not 
allowed to be matched If unoccluded, 

(3) II a target polnt is matched many times, the 
excess marching is counted In an 
hcornpatlbLllty evaluation measure. If the 
excess matching is refused matching, the 
matching is naturally not counted in the 
measure. 

Here, quantltatfve evaluation ls carried out in the 
order of matching pairs belonging to left-frame 
fundamental segments with larger edge points. The 
quanittatbe waluatlon results of thns method for 
the 39 selected scenes are shown ln Table 2. There. 
ihe quantities r,, r,, 5 ,  and r, are the rates of the 
correct. false. rejected and incompatible point 
number n,. n,. n,, ni to the total interested edge 

potnt number n, . respectively. where r, = 1 - rj - r, 
and n, = n, - n f  -n,. 

Concluding Remarks 

We presented a new stereo matchhg method 
that is characterized by three atgorlthms. tterathre 
incompatlbillty revision. allowable disparity 
range !Mtation suitable far vergence-stereopsis, 
and weighting candidate evaluaUon measure by 
candidate height. Our experiments showed that 
each algorl thm I s  sufficiently effective for 
Increasing t h e  rnatchIng correctness. The 
matching results for this method. using 39 various 
scenes. were shown to be fairly goad using a 
quantitative evaluation. 
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