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ABSTRACT

We developed a prototype sign language transla-
tion system which translates sign language into spo-
ken language. Sign language is input to a computer
using a DataGlove. Words in the sign language sen-
tence are recognized by continnous dynamic program-
ming (DP) matching. Continuous DI matching has
been improved to decrease recognition time by match-
ing compressed patterns. Using this method, the
word recognition rate was 97.3% and the recognition
is approximately 16 times faster than without com-
pression. The system then translates the words to
sentences of spoken language by adding particles and
inflections.

1 INTRODUCTION

Sign language is the usual method of communication
for deaf people[l]. Deafl people and hearing people
generally communicate through a sign-language in-
terpreter. However, when they wish to have privacy,
such as when in hospital or in a police station, they
need to communicate directly with hearing people
without a sign-langunage interpreter. Furthermore,
sometimes they cannot speak when they wish, since
the number of interpreters is limited and their ser-
vices are in great demand. Therefore, there is an
increasing need for automatic translation of sign lan-
guage,

There has already been research into sign-language
recognition[2, 3, 4, 5]. The objects Lo be recognized
are words represented by static patterns such as dif-
ferent combinations of finger positions, and simple
linear motions such as up, down, left, and right. How-
ever, continuous recognition of sign language is not
vet possible. In real conversations, many things are
represented by a continuons combination of dynamic
patterns, and these are vital for maintaining the con-
versation flow. It is, therefore, important to regard
sign language as dynamic patterns.

In this paper, we present a sign language transla-
tion system that uses continuous DP matching. We
also describe a method of compressing sign language
patterns and matching compressed patterns in order
to decrease recognition time.
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2 STRUCTURE OF SIGN LANGUAGE
TRANSLATION SYSTEM

The structure of the system is shown in Fig. 1.

The object of this system is Japanese sign lan-
guage. There are three types of Japanese sign lan-
guage as follows|[6].

1. Traditional Sign Language

This type is quite different from the Japanese
language.

. Japanese-based Sign Language

This type corresponds exactly to the Japanese
language.

. Composite Sign Language.

This type borrows its words from the traditional
sign language and the order of words is similar
to the Japanese language.

Our system translates the composite sign language.
The pattern of the sign language is input to a com-
puter using a DataGlove[7]. The computer repre-
sents the sign language as a continuous pattern of 32-
dimensional vectors. Words in sign language are rec-
ognized by continuous dynamic programming (DP)
matching[8]. This is discussed in the next section in
detail.

After matching, the words in the input pattern are
detected and combined according to their overlap to
generate the candidates of a sentence.

If the candidate is a correct sentence, the sequence
of words translates to a sentence. To generate the
sentence, first, the attributes (Fig. 2) and case-frame
{Fig. 3) of each word in the candidate are read. Next,
the relations of the words are analyzed based on the
attributes and case-frame. Finally, the particles and
inflections are added to words based on their relations
and supplement rule (Fig. 4).

Translated sentences are displayed on the screen.
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Figure 1: Structure of sign language translation system
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Figure 2: Example of word dictionary

Verb | Relation Meaning Particle
feel | objective < $[3w"f‘ Motion, "wo"
Existence, Change >
objective [ <Thing, Body> | "wo"
o subjective < Man> "ha"

Figure 3: Example of case-frame dictionary
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Figure 4: Example of supplement rule

3 SIGN LANGUAGE RECOGNITION
METHOD

3.1 Continuous DP Matching

We used continuous DP matching to recognize the
sign-language words in the input pattern. DP match-
ing is usually used in the field of speech recognition.
We chose this method, since the data from the Data-
Glove is similar to the spectrum pattern of speech.
In DP matching, constraints such as in I'ig. 5 are
used to find the corresponding points ol patterns.
This constraint is called the DP path. The distance
between patterns is calculated according to the DP
path. In continnous DP matching, especially, the dis-
tance is sequentially calculated along the time axis of
the input pattern (Fig. 6). This gives sufficient recog-
nition accuracy, but the recognition time increases
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in proportion to both the number of words and the
length of input pattern when conventional continuous
DP matching is used. To decrease the recognition
time, we examined (1) the compression of the sign-
language patterns based on their dynamic features,
and (2) a matching method based on comparing the
compressed patterns.

3.2 Compression of Sign Language

To compress patterns, two kinds of features are de-
tected as follows.

1. the position when velocity is minimum

2. the position when the change of vector direction
exceeds a threshold (Eq. 1)

v(t) = p(t) - p(t - 1)

T,
Y ovit),v(t+1)) >0 (1)
=Ty
p(t) = pattern vector at {
v(t) = velocity vector at {
8(v(ty),v(tz)) = angle between v(t;) and v(ty)
©® = threshold

Patterns are stored as detected points and the
times to move between them. By this method, pat-
terns were closely modeled by a few points in the
original trajectory of the patterns.

3.3 Compressed Continuous DP Matching

To match compressed patterns, the constraints for
the DP path are set loosely and the time between
feature points is used as the weight for each path
(Fig. 7). The distance between corresponding feature
points in the input pattern and the word pattern is
defined as the sum of the usual vector distance (Eu-
clidean distance) and a value based on the ratio of
the time intervals between feature points (Eq. 2).
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Figure 7: DP path for CC'DP
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We call this type of continnous DP matching “com-
pressed continuous DP matching (CCDP)”.

4 EXPERIMENTS

We carried out experiments on recognition of words
from sign language sentences using CDP and CCDP.

We prepared the data of 17 kinds of words (20 data
for each word) as word pattern, and the data of 5
kinds of sentence (5 data for each sentence) as test
data. All the data was from one person.

To make the word pattern, part of the word was
taken from data by hand. Then, the data were aver-



Method CDP CCDP
[ Calculation MN CTMN
Comparison M(N -1) [CM(CN -1)
Memory 11PN 8PCN
Compression 0.0% 72.7%
Matching time || 30.68 sec 1.91 sec
El 100.0% 97.3%
E2 45.2% 38.3%
M length of input pattern
N length of word pattern
P number of words
C 1-CR (CR:compression rate)
Data
number of words 17 words
length of words 38.7 frame (average)
number of sentences 25 sentences
length of sentences 123.2 frame (average)
El the rate that correct words are
detected as first candidate.
E2 the rate between correct and

and all candidates
Matching time is CPU time on HP9000/model 720

Table 1: Comparison between 2 types of continuous
DP matching

aged after DP matching for each word.
The results are shown in Figs. 8 and 0.

5 DISCUSSION

In this section we discuss the performance of CDP
and CCDP. Tab. 1 shows the amount of calculation,
memory for matching, compression rate, matching
time and accuracy of CDP and CCDP.

In CCDP, the number of calculations of distance
is proportional to C?, since the length of pattern is
C times the original length. In the experiments, the
compression rate was 72.7% on average.

The memory for CCDP is less than for CDP be-
cause of its DP path. Furthermore, the memory re-
duces in proportion to . Therefore the quantity of
word patterns in the system decreases and many word
patterns can be stored.

To estimate the accuracy of recognition, two kinds
of values were defined as follows.

E1 is the rate that correct words are first candidates
when all of the correct words are detected.

E2 is the rate of correct words aud all of the detected
words when all of the correct words are detected.

The greater these values, the higher is the accuracy
of recognition. El and E2 of CCDP are lower than
those of CDP. This is because CCDP is an approx-
imation of CDP. But the difference is not so large.
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And considering the matching time, CCDP is enough
for practical use. From this result, it is clear that the
compression based on dynamic features captures suf-
ficient features of the sign language.

6 CONCLUSION

We presented a sign language translation system that
recognizes sign language words from continuous sign-
language patterns and translates the words to sen-
tences.

To recognize sign-language words, we used continu-
ous DP matching as used in the field of speech recog-
nition. Further we improved it in order to decrease
recognition time.

With these methods, the word detection rate was
97.3% using word patterns of 17 words and 25 sen-
tences as test data. The recognition was approxi-
mately 16 times faster than without compression.

In the future, we will increase the words which this
system can recognize, and develop a practical system.
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