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ABSTRACT 

This paper describes a texture based shape connection 
method for reconstructing parts of an object shape 
into its entire 3-D shape. This method employs a 
stereo camera to obtain the parts of an object. First, 
this method finds overlaps between the parts, ob- 
tained from a number of different viewpoints, using 
texture. Then, the method uses the results for esti- 
mating the relative position-and-orientation between 
the parts. Finally, it reconstructs the entire shape by 
connecting the parts. The experimental results show 
that this method yields accurate reconstruction results, 
even when an object lacks shape features. 

INTRODUCTION 

Object modelling often consists of 3-D reconstruction 
from range data obtained from different viewpoints. 
Individual pieces of range data represent only a part 
of an object's shape, and we refer to them herein as 
"object part shapesn. In order to reconstruct an ob- 
ject shape, we must first estimate relative position- 
and-orientations between object part shapes. Previ- 
ous approaches to this estimation have included feature 
matching methods (11 and a hierarchical triangulation- 
based method 151. Most approaches, however, have 
been shape-based, for which shape is the only data 
utilized in the estimation. This can be a serious prob- 
lem when object part shapes do not contain suffi- 
cient features to achieve a unique estimation of rel- 
ative position-and-orientations, in which case estima- 
tions may be especially susceptible to the influence of 
noise. 

Intensity or texture data can be used here to over- 
come this difficulty. Vemuri, et al., for example, 
placed an object on a base plane marked with a pat- 
tern and used this pattern to help estimate relative 
position-and-orientations between object part shapes 
12). Maruya, et al. developed a texture based 3-D 
shape reconstruction method which uses the texture 
on an object's surface to aid in the estimation [4]. In 
this method, a stereo camera is used to obtain range 
and texture data, and parts of an object which lack 
shape features, such as a portion of a cylinder, can be 

reconstructed. The effectiveness of this approach has 
been severely limited, however, by the fact that the 
plane of the stereo camera has had to be maintained 
horizontally at all times a t  a specific height with re- 
spect to the object. 

In the present study, we report on a modification of 
this method. The "horizontal" and "heightn restric- 
tions are eliminated by equipping the camera with an- 
gle meters. Since this method employs a simple stereo 
camera, and it can be moved without any restriction, it 
is especially appropriate for the reconstruction of large 
outdoor objects. 

OBTAINING OBJECT PART SHAPES 

We attached two angle meters to a stereo camera to 
measure the roll ((1) and pitch ( p )  angles (see Fig.1). 
Pan angle and position of the stereo camera do not 
need to be measured because they can be successfully 
estimated by a proposed estimation method. 
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Fia.1 Stereo camera 

The stereo camera moves around an object and ob- 
tains a sequence of stereo images. Each stereo image 
provides data sufficient to distinguish an object part 
shape from its background and to produce, using a con- 
ventional triangulation technique, a mesh representing 
the object part shape. The texture of the object part 
shape can be represented by attribute values attached 
to the vertices of the triangles which form this mesh. 

An obtained object part shape is represented by a 
coordinate system (xl, yl,zl) fixed to the stereo cam- 
era and inclined as shown in Fig. I .  The cr and p 



vary with the viewpoints, but they can be eliminated 
as factors by implementing the following coordinate 
transformation. 

where 
0 = (  cosa si:a) 

0 - s ina  cosa 

sin 7 = cos a tan 8/1/l + cos2 a tan2 /3 

After this transformation, an object part shape is 
represented by a coordinate system (x2, y2, zz). The 
coordinate systems vary with object part shapes, and 
the relation between the coordinate systems, or rel- 
ative position-and-orientations of object part shapes, 
consists of four components: height difference h, rela- 
tive positions on the horizontal plane (p,q), and pan 
angle 0 (see Fig.2). 
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ESTIMATING 
POSITION-AND-ORIENTATION: 
TWO DIMENSIONAL METHOD 

Maruya, et al. previously developed a texture based 3- 
D shape reconstruction method in which the plane of a 
stereo camera is maintained horizontally all the times 
a t  a specific height with respect to the object. Let us 
review here this "two dimensionaln method, since we 
can easily expand the two dimensional method to a 
'three dimensionaln method. 

In the two dimensional method, all object part 
shapes are viewed from same height, and relative 
position-and-orientations consists of only three com- 
ponents: relative positions of object part shapes on a 
horizontal plane (p, q), and pan angle 0. 

The two dimensional method estimates these three 
components between 2-D object part shapes obtained 
from the intersections of object part shapes and a spe- 
cific horizontal plane. This method consists of two pro- 

cesses: an overlap width estimation process and a mean 
square error minimization process. 

Overlap width estimation process: In this pro- 
cess, we use texture data to estimate overlap width 
between two 2-D object part shapes obtained from 
neighboring view points. First, texture data are sam- 
pled at equal intervals, indicated as 6t in Fig.3, along 
2-D object part shapes. Then, cross-correlation of the 
sampled texture data in possible overlap areas between 
2-D object part shapes is calculated, shifting the over- 
lap width 6t by 6t. The overlap width which has the 
highest correlation is determined as being the overlap 
width, and sample points in the both estimated over- 
lapped area are linked. 

(1) Texture sampling at equal Intervals, 6t. 

(2) Crosscorrelation calculation. 

Fia. 3 Overlap width estlmaNon 

Mean square  er ror  minimization process: This 
process finds the relative position-and-orientation be- 
tween 2-D object part shapes. The relative position- 
and-orientation which minimizes the the mean square 
error, which is defined here as the mean square sum of 
distances between linked sample points, are regarded 
as the estimated relative position-and-orientation. 

Let a; and b; (1 5 i _< N) be linked sample points, 
then the mean square error can be expressed as follows 
(see Fig.4): 

N 

E(P, 990) = C IJai - ( M e  bi + r))J2/N (2) 
i=l  

where 
cos 0 -sine 

M =  ( 

The (p, q, 0) which minimize the mean square error 
is obtained by solving the normal equation of (2). 
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Fia. 4 Position and orlentation estlmation: 
two dimensional method 
(ai , b~ : linked sample points) 



ESTIMATING 
POSITION-AND-ORIENTATION: 

THREE DIMENSIONAL METHOD 

As described before, relative position-and-orientation 
of object part shapes consists of four components: 
height difference h, relative positions on the horizontal 
plane (p, q), and pan angle 9. 

However, once the height difference h has been de- 
termined, the two dimensional estimation method can 
be used. Hence, in the three dimensional estimation, 
we first apply the two dimensional estimation method 
to obtain (JI, q, 6) a t  every height difference. Then, we 
calculate a gap between object part shapes, we refer to 
it as a shape error, a t  each (h,p, q, 9). The (h,p, q,8) 
which result in the minimum shape error are selected 
as the estimated relative position-and-orientation. 

Now, we explain these processes to obtain relative 
position-and-orientation of object part shapes A and 
B, in detail. 

Initial process: Set horizontal planes at equal in- 
tervals 6h and compute intersections between the hor- 
izontal planes and object part shapes to get a group of 
2-D object part shapes (see Fig.5). Next, set sample 
points along each 2-D object part shape at equal inter- 
vals 6t. Then, sample shape data and texture data. 

Two dimensional est imation process: Set the 
height difference h in steps of bh, and apply the two 
dimensional estimation method to each 2-D object part 
shapes of A and B located on the same horizontal 
plane (see Fig.6). Then, a group of (p, q, 6) is obtained. 

Hodzomal plew 1 

Horizomal pkn8 2 

Hodzornal plane n 

Flp.5 Generating 2-D object part shapes 

Horlmnld 
planes 

Fia. 6 Three dimensional estimation method 
(side view) 

Shape  er ror  calculation process: First, make one- 
to-one links between sample points of A and that of B 
by finding the closest sample points to each other at 
height difference h and (p, q, 8) selected from the group 
of (p, q, 6). Next, calculate a shape error which is de- 
fined as the mean square error of the distances between 
linked sample points. Then, find (p, q, 9) which gives 
the minimum shape error a t  height difference h. 

We don't use the linking results of the overlap width 
estimation for this calculation, because some results 

might have errors. 

The two dimensional estimation process and the 
shape error calculation process are repeated a t  every 
height difference in steps of 6h to find (h,p, q, 9) which 
give minimum shape error. The (h, p, q, 8 )  are regarded 
as the estimated relative position-and-orientation. Af- 
ter the estimation, two object part shapes are con- 
nected by triangulating both sample points. 

EXPERIMENTAL RESULTS 

We generated a gourd shape with a computer, and cov- 
ered it with a random texture. The height of the gourd 
is 100mm, and the maximum diameter is 60mm. Three 
object part shapes, A, B, C were produced by cutting 
the gourd with planes parallel to the vertical axis (see 
Fig. 7) .  Each object part shape represent different 
part of the gourd ( it can be seen from the texture ), 
but certain overlap exist between A and B, B and C. 

These object part shapes do not have sufficient 
features to achieve a unique estimation of relative 
position-and-orientations. However, they have suffi- 
cient texture data to achieve a unique estimation. 

The relative position-and-orientation between A and 
B, height difference h, relative positions on the hori- 
zontal plane (p, q) and pan angle 0 were estimated, and 
A and B were connected to form a shape A+B. Then, 
object part shape C was connected with A+B to form 
a shape (A+B)+C. 

The reconstructed results were shown in Fig.8. Er- 
rors in relative position-and-orientation estimation are 
shown in Table 1. The results indicate that the esti- 
mation was carried out very accurately. 

Table. 1 Estimation error ( k : estimated. ho: true) 

Estimation A 

step I lh .hol  I;-POI l 4 - q 0 l  1 8 - e ~ ~  

CONCLUSION 

This paper has presented a texture based relative 
position-and-orientation estimation method for 3-D 
shape reconstruction. The results of the estimation 
experiments showed that this method yields accurate 
results even when an object lacks shape features. Since 
this method employs a simple stereo camera, and it 
can be moved without any restriction, it is especially 
appropriate for the reconstruction of large outdoor ob- 
jects. 
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