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Abs t r ac t  

Modeling and recognition of 3D objects by surface 
is an important problem in machine vision. Given 
a large number of range data points of an object 
surface, we present a relaxation based technique to 
construct a piecewise triangular patch model using a 
small number of knot points. We also describe how 
the model can be used for extracting surface features 
and for recognizing the object surface. 

1. In t roduc t ion  

Surface modeling and recognition of 3D objects 
from range data is an important problem in machine 
vision because range images provide an insight to the 
surface geometry and are not distorted by reflections 
or lighting conditions. A typical approach to this 
problem may be divided into five consecutive steps 
[I, 21. First, local discontinuities, e.g., edges and ver- 
tices, are found by applying a local edge operator such 
as zero-crossings and extrema. Second, the local sur- 
face patches defined by the discontinuities and surface 
orientation are approximated linearly or by second- or 
higher-order polynomials in 3D space. Third, to  find 
global surface patches, the local patches are merged 
by using a region growing algorithm. Fourth, the ob- 
ject surface is represented as a graph with nodes and 
links representing geometric entities such as global 
patches and their relationships, respectively. Finally, 
object recognition is performed by graph matching. 

The first two steps from the above are known to- 
gether as the surface segmentation. Many researchers 
have presented techniques for finding edge lines from 
range data. They include Inokuchi et al. [6], Lan- 
gridge [7], and Fan et d. [4]. Often, segmentation of 
surface points using the edge operator is undesirable 
or difficult. For example, if surface data points are 
not given as a matrix, or if they are not uniformly 
distributed, the edge operator cannot be directly ap- 
plied. 

One of the objectives of surface segmentation is to  
use as small a number of patches as possible, mainly 
for data reduction. Another is to make the points 
and lines of patches align with surface features. It 
was pointed out in [3] that triangular patch approx- 
imations are not so satisfactory with respect to the 

latter objective. However, the computational advan- 
tage of using simple patches is often too attractive to 
employ other sophisticated techniques. 

In this paper, we present an efficient surface seg- 
mentation technique based on the idea of relaxation. 
Also, we present a technique for finding the high-level 
features from the surface model. We also discuss the 
construction of graphs from the features. Although 
it is assumed in this paper that only single-view sur- 
face data are given, our technique can be extended to 
the general case, i.e., 3D neighborhood graph [5], in 
straightforward manner. 

In Section 2, we describe how the surface of a 3D 
object is segmented and modeled. Section 3 describes 
a procedure for finding surface features from the tri- 
angular patch model. In Section 4, we describe a pro- 
cedure for constructing a graph for the object surface 
based on the features found. Section 5 shows some 
experimental results involving a library of simple 3D 
objects. Finally, Section 6 contains concluding re- 
marks. 

2. Surface Segmenta t ion  

The segmentation technique presented in this sec- 
tion is based on relaxation, and searches iteratively 
and exhaustively for the optimal location of the small 
number of knot points. Although the technique does 
not always produce the globally optimal solution, it 
does find a set of reasonable knot point locations in 
short time. The technique does not require that the 
range data be in matrix format. In addition, the 
surface patches need not be triangular, but may be 
rectangular or curved. However, the segmentation 
becomes much simpler by using triangular planar 
patches, and results in a high degree of data com- 
pression. 

Suppose that we are given a set S of M surface 
data points, i.e., Pi = (z;, y;, z;),  where i = 1,. . . , M. 
Each of them represents an object surface point where 
the z coordinate is the depth value a t  (z,  y). At the 
finest level, we can obtain a Delaunay triangulation 
for all the points in S and construct the correspond- 
ing triangular patch model. However, because of re- 
dundancy of data points and/or limited memory as 
well as finite computational capacity, we often select 
a subset V of S and approximate the surface based 
on V of N knot points. Thus, the objective is to 



find the optimal placement of N(< M )  knot points 
Pi = (z ; ,  y;), i = 1,. . ., N ,  such that the object 
surface is best approximated with planar triangular 
patches formed using the N points. In addition, the 
triangular patches will allow efficient extraction of 
edge line features. 

Our relaxation based technique works as follows: 

1. For a given surface and N, place N points spaced 
uniformly or in some predefined manner. 

2. Perform a triangulation on these N points. If 
the N points are placed on a uniform grid, the 
triangulation is implied by the grid. Delaunay 
triangulation may have to be performed if the N 
points are not initially placed on a uniform grid. 

3. For every polygon made up of a set of triangles 
with only one internal point Pi, as shown in Fig- 
ure 1, place the internal point optimally such 
that the sum of approximation errors of all tri- 
angular patches within the polygon is minimized. 

4. Go to 3 unless there is no change in the place- 
ment of points or unless a predetermined limit 
of iterations is reached. 

Note that the maximum error is used as the measure 
of error for each triangular patch. The maximum er- 
ror is defined as the maximum perpendicular distance 
from the triangular patch to the surface data point. 

The time complexity of this technique is given in 
the following theorem. 

Theorem: For a fized number of iterations, the time 
complezity of the algorithm is o($). 

Proof: There are M surface points and N poly- 
gons. Each iteration checks a t  most N polygons. A 
point in a polygon belongs to a t  most two other poly- 
gons because a triangular patch within a polygon is 
a member of the other two neighboring polygons. In 
other words, an internal triangle belongs to a t  most 
three neighboring polygons. Each iteration, when ev- 
ery polygon is searched for a better internal point, 
evaluates a t  most 3M points. Each polygon has, on 
the average, points. Thus, the evaluation of each . . 
point in a polygon takes o($) operations because it 
computes the error on every surface point. Therefore, 
each iteration takes about O ( ~ M X O ( + ) )  z o($). 
Note that the time complexity becomes O(M) when 
N is proportional to M (e.g., N = g). 

Figure 2(a) shows an object surface triangulated 
on a uniform grid, and Figure 2(b) shows the object 
surface obtain by our segmentation technique. More 
examples will be shown in Section 5. 

lengths, and area of each patch. Edge lines can be 
found by assigning to each triangle side, a feature in- 
dex which is based upon the inner product of the unit 
normal vectors of the patches which bound that line. 

Edge lines of a 3D object surface include valley 
lines, ridge lines, and cliff lines. By using the maxi- 
mum error criterion, the points will tend to align with 
the edges of the object. Patches which fall on either 
side of an edge will have large angles between their 
unit normal vectors. The inner product of these vec- 
tors is used to  locate the edge lines. In the special 
case of a vertical edge, the points will align themselves 
on either side equidistant from the edge. Using the 
inner product, the two bounding lines can be located 
and the feature is determined to lie directly between 
them. Detection of edge lines proceeds in following 
steps: 

1. Overlay a uniform grid of knot points onto the 
surface to be segmented. 

2. For the four points defined by every two adjacent 
triangular patches, pick the triangulation with 
the smaller error. 

3. Apply the segmentation technique until it con- 
verges or reaches a predetermined limit of itera- 
tion. 

4. Repeat Step 2. 

5. Calculate a "feature index" to be associated with 
each hne. This index will be the inner product of 
the unit normal vectors of the two patches which 
bound the line. Area of each patch may also be 
considered. 

6. Remove all lines with an index value which ex- 
ceeds a threshold. This will result in a few clus- 
ters of line segments. 

The process of locating the edge lines is now re- 
duced to a 2D problem. The 2D projection of those 
triangular patch edges with significant feature indices 
indicates where the edge lines of the surface lie. These 
patch edges, which are short lines, must be combined 
to enable an edge description of the surface as seen 
from this particular view. To simplify this process, 
we have assumed that all of the surfaces are made up 
of straight edges so that the task becomes polygonal 
approxlmat~on. 

The polygonal approximation used is based on the 
rules which considers various situations and applies 
whichever rule may be appropriate. This method 
may require many rules and there is a chance of the 
situation which cannot be dealt with correctly and 
will require a new rule. Six representative rules are 
described in Figure 3. These rules are applied itera- 
tively until no changes are made. 

3. Surface Fea ture  Ext rac t ion  
4. Model-Based Surface Matching  

In this section, we present a technique for finding 
edge lines of 3D surfaces using the intrinsic informa- Once the high-level edge lines of the object surface 
tion on each triangular patch. The intrinsic informa- are extracted, the surface can be described by an at- 
tion available includes the unit normal vector, side tributed connection graph. Since complexity of the 



graph depends on the number of the high-level edge 
lines, it is important that the rule-based line con- 
nection procedure described in the previous section 
generate as few edge lines as possible. In the at- 
tributed connection graph, a node represents an edge 
line, and a link connecting two nodes represents the 
relationships between the two connected edge lines. 
The node attributes for each edge line include the 3D 
coordinates of the two end points and the feature in- 
dex of the edge line. Such attributes as the length, 
direction, and midpoint of the edge line can be eas- 
ily calculated from the 3D coordinates of the two end 
points and need not be stored separately. The link at- 
tributes include the angle between the two connected 
edge lines. An example of the attributed connection 
graph is shown in Figure 4. 

After an attributed connection graph is con- 
structed from an input range data, we should se- 
lect the model graph which best matches the input 
graph. This graph matching begins with finding the 
nodes with a distinguished attribute, for example, the 
node representing the longest edge line, from both 
the model and input graphs. The attributes of the 
adjacent nodes in the input graph are compared with 
those of the model graph. The cost of matching as 
a matching metric is the dissimilarities between the 
model and input graphs with respect to  the node 
and link attributes. While matching the nodes of 
the model and input graphs, if the matching cost ex- 
ceeds a threshold, the current model graph is rejected. 
Otherwise, the matching continues until all nodes and 
links are tried and the current model is determined 
as the same as the input surface range data. If the 
current graph is rejected, then the next model graph 
is selected and the above procedure is repeated. 

5. Expe r imen ta l  Resu l t s  

We implemented the whole procedure in C on a 
DEC Station 3100. Experiments were performed 
on several different object surfaces, each defined by 
128x128 surface data  points. They are shown in Fig- 
ure 5. Initially, 184 knot points were placed uniformly 
and triangulated. Of this 184 points, 144 (N) are 
internal and can be relocated by the segmentation 
technique. In all of the cases, the segmentation con- 
verged in a few iterations, typically requiring about 
90 CPU seconds in the DEC Station 3100, and was 
independent on the object. 

Figure 6 shows the results of the segmentation in 
the 2D plane. Objects (a) and (b) are made up of 
planar sections with straight edge features. These 
edge features are found as described before. The fea- 
ture index is evaluated for each triangle edge and a 
threshold is set. All lines with an index above this 
threshold are removed. In all of these cases, the index 
threshold was chosen to  be 1.0. In other words, all of 
the lines which were bounded by patches with paral- 
lel normal vectors were removed. This is appropriate 
in this case because we know that the object surfaces 
are made up of planar sections. For object (d), we 
examined a histogram of the feature indices to find 
that many adjacent patches have parallel normals. 

For this object we again choose the threshold to  be 
1.0. 

The lines remaining after the thresholding are 
shown in Figure 7. These results show that the edge 
lines of the objects can be easily extracted from the 
triangular patch model created by our segmentation 
technique. These edge lines must be described clearly 
to  be useful for surface description and recognition. 
The rule-based polygonal approximation discussed 
earlier is now used and the results for some of the 
objects are shown in Figures 8. 

6. Conclud ing  R e m a r k s  

The relaxation based segmentation and the rule 
based polygonal approximation have shown to be ef- 
fective and efficient in finding high level edge lines 
from range data. The experimental results show that 
our approach is indeed applicable to  a class of ob- 
jects. Construction of graph from the high level edge 
lines facilitates efficient recognition of objects. Fu- 
ture investigation needs to  be done in various stages 
of the procedure for recognizing objects from range 
data. For example, while applying the segmentation 
technique "intelligent" initial placement of the knot 
points may results in better approximation and less 
number of iterations. 
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Figure 1: Polygon with one internal point Pi 

(c) (d)  

F i r e  I :  Object a n h  ued for aperiment# 

Figure 2: A trlo&ted object r n k  M on (a) 
uniform grid, and (b) +tion b u d  rgmcntation 

Figure 3: Rules for polygonal bpproximation 

Figwe T: lor-knl f u t u m  

Figure 4: Attributed comettion g ~ p b  Figure I: Global (high-knl) f u t u m  




