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ABSTRACT

In this paper, we treal the calibraition probles in lerms of
projective geometry. The projective essences of camera calibration
amd calibrating active 3D vision sysies composed of a camera and a
plane structured light source are discussed. And based on the
theorems  in projective geomeiry, the necessary and sulficienl
conditions for solving these calibration problems have been given and
proved, By linear projective geowetrical model and a series of
smeaningful hoswogeneous lransformations, a new calibration algoritim
for 3D wvision sysiem is proposed. An accuracy of 0. |mw al a
distance of 400ms iu 3D weasuremen! has been reached, and with the
necessary devices, the proposed calibration procedure is full
aulomatlic and can be done in real time.

KEYWORLG : camera calibralion, calibration problem, 30 vision system
1. INTRODUCT [ON

Calibration of 3D vision system consists of camsera calibration
and auxiliary-device ( e.g. strutured light source in an active
vision system) calibration, It has been generally accepted that
casera calibration is the process of determining the camera internal
geomeiric and optical characteristices and/ar the 30 position and

orientation of the camera frame relative lo a certain world
coordinate system. Auxi liary-device calibration means the
determination of the 30 position and oriemtation of the

mliiu{ﬂhviu relative to the world coordinate sysiem,

Calibration of 3D vision system has been paid mach attention for
a long term, and there have been developed many practical algorithms
and techniques in different applications. [4]-(17] In this paper, the
calibration problem will be looked into in tlerms of projective
geowelry, At first, im section 2, we will describe and prove the
neccessary  and  sulficient condition of determiningg the 2D
perspectivity based on (heorems in projective geosetry, Then Lhe
projective geoselry essences of calibrating single camsera and an
active 3D vision system with structured plane light will be shown up.
Several calibration algorithms published in recenl years will also be
reviewed wilh the emphysis on analysing the gecmetrical essences of
them and discussing their necessary conditions for unique calibration
rosults, In seclion 3, a new calibration algorithm will be proposed
based om linear projective geomelrical model. The algoritlm has the
advantage of that the [final calibration equations can be reached
through a series of meaningful howogeneous transformation, It can be
done in real time with necessary devices(mainly a 3D sicromeler
stage) and meel a high accuracy of (. |ma al a distance of 400w
in 3D measurement . Although our algoritlm is mainly designed to
calibrate an active 3D vision sysies with u plase structured light
source, il can also be used in the general cases of single camera
calibration, Finally, in section 4, 1he calibration procedure and
experiments will be described briefly and the faclors which may cause
the errors in calibration results will be discussed. To winimize the
errors, an error probability wodel is set and weighed least square
sethod is employed. Some corresponding results will also be given
here.

2. THE PRUECTIVE CGEIMETRY OF 3D VISION SYSTENS CALIBRATION
AND REVIEW ON SEVERAL CALIBRATION ALGORITHNS OR TECHNIQUES
2.1. Projectivity, Perspectivity and Foundasental Theores of
Perspectivity
Here, we would extend every concerned Cartesian line and plane to
projective line and plane, respectively, i.e. problems would be
considered and solved absolutely in terms of projetive geomelry. For

the sake of clearness, we transcribe the definitions of the key
nations to be used. (2] (3]
. 2D Projectivity : For a point set (x), point x has the

coordinates (x1, x2, x3) relative lo a certain projective coordinate
sysiem, and another point set (x'), point x' has the coordinales (x)’,

x2', x3') relative to a cerlain projective coordinate system, if
there is & 3x) matrix @, | @ | #0. it leads:
X1 x1
p a2 =w |x2 '
%3 x3
(p can be various with different x )
then the wapping frow (x} to (x') will be one to one, and called

projectivity,
. 2D Perspectivity : Given a pencil g(n) and two different planes
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n, n', gnFEa , n', as Fig. | shows. The ing between the
intersections of gn) n, n', respectively, is called
perspeclivity. And Lhe [ixed point g of the pencil g(n) is known as

perpective cenler,

It could be proved that a (2D) perspectivity, for cerlain
projective coordinales systems, is just a (2D) projectivily. (See in
Appendix 1) In projective geomelry, ihere is the foundamental theores
of 20 projectivily as follows :

There is exactly ome projectivity which maps, in a specified

order, a given lar set within plane n onto another given
quadrangular set within plane =’
Based on Lhe above theores, we could have the foundamental

theorem of 2D perspectivily as follows :

For certain projective coordinale systess, there is exactly one
perspectivity which maps, in a specified order, a given quadrangular
sel within plane n onlo another given quadrangular sel within plane

n.
For the prool detail, please see Appendix I.

2. 2. The Projective Geometry Essence of Single Camera Calibration

Single casera calibration is jwportant in robot vision research,
especially for 3D vision systems based on stereo vision or motion
vision. As we show in section |, casera calibration involves the
determination of the camera internal geoometrical and optical
characteristics and/or the 30 position and orientation of the camera
[rame relative lo a certain world coordinate system. Here, we pul our
emphasis on the external spatial paraseters calibration, For camera
intrisine parameters calibration, please refer to Tsai, R.Y. and his
col legues’ works. (8] (9]

By the assusplion of having no nonlinear distortion, the
geometrical wodel of a camera can simply be composed of camera image
plane ny and lens center Oc, i.e. the pin-hole model is selected. In
midition, there are Lhe selected camera coordinale systes and
external reference coordinate system, see Fig. |.

Because the origin of Lhe selected camera coordinate sysiem [Oc]
is Jocaled just at the lens cenler and there exist relations belween
g] zﬂ ra frame coordinate system [Of] as : Xevv Xe, Yoo Ve,

7/ %exYc, the camera coordinate system [Oc] can denote the
position and orientation of the camera [rame.

If we selected a plane n?-hidl did not pass through the lens
center Oc, then the mapping of the point set (x) on ny and their
image point sel (x') on wmy is a 2D perspectivily, and Oc is the
perspective center. For a selected 2D image coordinate sysiem [Of] on
image plane n; and a 3D external reference coordinate system s lo
“exactly determine the perspectivity between ng and ng only one pair
of corresponding quadrangular sets are required, from the conclusion
in section 2.1, From the definitions and proof procedures in
Appendix [, we know that meirices [N1], [M2] are stationary relative
1o the camera and matrix [M§'] is just determined by the selected
reference plane . Because of the equation [w]=[M1]-M2)-M3)-M4" ],
exactly delermining the perspectivity [¢] will Tead to the wiigue
determination of matrix M3]. [M3] is lhc”mbgmsous transformat jon
malrix between the camera coordinate systes and the external reference
coordinale system. So, we know that only one pair of corresponding
quadrangular sels are required lo exactly determine the position and
orientation of the casera frame relative to the external referance
coordinate systes . This is the theoretic conclusion of camera
calibration problem, Fischler, M. and Bolles, R. [17] have decribed
how 1o determine the camera position and orientation with four
coplannar coutrol points( no three of which are collinear) and their
images, the formula solution has also been given, With three control
points, they have gotten wore Lhan one group solulion, Mamely, their
resulls measure up lto the above theorelic conclusion we have dramn,

2.3, Projective Essence of Calibrating An  Active 3D Vision
System with A Structured Plane Light

Agnin without considering nonlinear distortion, (he geomelrical
wodel Jf I“ active 3D vision system with :::im:l?r::lphne I(i.h‘h: is
composed of light plane n., image plane n afi int Oc(lens
center), :en#Fi:, 2. For cﬁu? pin-hf:le model is ,:pluyad here
again.

The mappiog between the point set (x) on light plane n and Lheir
image point set (x') on image plane ny is a 2D perspectivity, the
perspective center s Oc. In Fig. 2, [Oc¢] is a selected camera
coordinate system, [Op] is a selected external reference coordinate
system and [Op] is the image coordinale system.

The goal of calibrating this kind of vision systems is to
determing the exact sapping relation belween the point on light plane
and ils image point on image plane [5][7]. Il the relation has been
known, we will be able to calculate the 30 coordinates of a spalial
point from its image position. Based on the [foundamental theores of
perspectivity in section 2.1, this mapping relation can be exactly
determined by a pair of cooresponding quadrangular sets on n, and ny
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. OF course,
errors.  In practice,
generally can nol meel
design  their calibration

this is just a theoretic result without considering
i a4 pair of cooresponding quadrangular sets
the desired accuracy. lavestigalors always
algorithms which can employ more
cooresponding poinls, or cooresponding edges with numerical
processing methods, e.g. leasi-square, Irying lo reduce errors. Bul
using fewer cooresponding points as far as it could maintain the
accuracy is still whai the most desired.

2.4. Review on Several Calibration Algorithms ar Techniques
Yakimovsky, Y. and Cunningham, R. proposed a calibration
algorithm in 1978 for their 3D vision system which esployed two TV
camoras based on stereo vision, The algorithe was designed for single
comera calibration, i,e, the 3D peosition and orientation of Lhe
camera frame relative lo a cerlain 3D coordinate system could be
knosm after calibration. Pin-hole camera model was selected and
perspective transformalion was cosputed without the consideration of

nonlinear errors(e.g. lens distortion). To get the uwnique
calibration resull of a casera, at leasl eight sample points and
their images are needed, An accuracy of t5mm at a distance of 2m in

3D weasuremen! is reported. [4]

Agin, G, ). and Highnam, P. T. developed a calibralion techenique
for \heir Eye-in-hand system in 1982. The vision system, which was
mounted on the wrist of a manipulator, consisted of a camera and a
plane light source. Again, pin-hole camera wodel and homogeneous
transformation are in their paper. There are fourleen unknown
parameters( six for the camera, six for the light source) needed Lo
calibrate. The proposed technique calibraled these paraselers
separately, They reported that the overall accuracy al a working
distance of j0mm would be in Lhe neihborhood of Jmm, (5]

Isaguire, A, Pu, P. and Summers, J. presented the related work
for camera calibration in 1985. In their approach, (wo-planes camera
nodel and polynomial interpolation were proposed. The needed sample
pairs depeadent on the polmomial degree. For secowd degree, at least
six sample pairs needed 1o exactly determine the unknosm coeffients,
For third degree, ten pairs needed, Generally, (ntl)(n+2)/2 sample
pairs will be needel Tor nth polynomial degree, No experiment result
was reported. [6]

Chen, C. H and Kak, A C. proposed a calibration algorithm in
1987 for an aclive 3D vision sysiem with a structured plane light.
Pin-hole camera model was selected. No nonlinear errors was
considered in their algorithm. The algorithe was developed from the
concerned conclusion of the cross ralio in projective geomelry, Four
coplannar poiuts, no three of which are colinear, and their images
can exacily delermine the calibration resull. Bul the article
proposed that six differenl sample edges and Iheir images can meel
higer accurate result., An accuracy of 0.8sm al a distance of 200mm,
Bam at a distance of S00mm was reporied. [7]

Tsai, R, Y. developed a two-stage camera calibration technique in
1987. The proposed calibration algorithe pays much alteation to the
lens distorlion and other intrinsic optical characteristics of
cameras, Radial leas distortion model was selecied. The paper
reported that the maximus error at a distance of |00 would be
0.05%m while the average one would be 0.015m. (8] 9]

3. A NEW CALIBRATION ALGORITHN FOR 3D VISION SYSTENS

In this section, we would present a calibration algorithm which
Is mainly considered to serve [for active 3D vision systems wilh
structured plane lights. The [following inference and experiment
results show that this algorithe can determine Lhe mapping between
the image plane and the structured light plane of such an active
vision system accurately and effectively. Furihermore il can calibrate
the intrinsic characteristics and the 3D position and orientation of
the camera [rame rtelative to a certain external reference coodinate
system, Besides it can also derive the 3D equation of the struciured
light plane relative to the reference coodinale sysiem. After
calibration, the 3D external coordinates of points on structured
light plane can be infered from their images positions in isage frame,

The purpose of esploying active 3D systems is for getting the
high accuracy 3D inforwation of object surfaces, ils applicalions are
inspection and/or assembly of industrial parts. So we can assuse that
the observed objects are located in a limited range relative lo the
camera and narrow angle lens is used, Based ou these assusplion, the
camera geomelrical model can be selected as pin-hole model wilhout
congideration of nonlinear distortion and the whole inference can be
exocuted  thoroughly in  lerms of  howogenewos coodinates and
homogeneuos |ransformation,

3.1, Geometrical Model and Spatial Relations

Based on the linear assusption, the geowetrical model of an
active 3D vision system with a plane light can be set up with the
selected coodinate systems as Fig.3 shows, For casera, pin-hole
wodel is adopled here,

Oue poinl should be noted that the casera coordinate sysiem (Ofl
here is the 2D coordinate system on the (rame emerged by cospuler

sampling. In anolher word, the faclors such as horizoatal scale
factor introduced by Tsai, R.Y. in [8] (9] have been taken account
inlo

imaging procedure,  The selected camera coordinate system [Og]
weels: 'd/f'*' Yer ¥, TerMexYe;  and coodinate systems |ll];] [0c]
and IOgL'nre all orthogonal ones, In the following, we would list and
infer the related spatial velations,

Firstly, there is percpective iransformation as fullows:

axng Ve, o o [} L
ary | = (im-l o -ur, 0 o f, |7 W
1 o L] Ur. -] L

250

Dxg=xg - xp0g) ; Aye=yg - ypllc)

where 1y and 1y are the spacing between pixels in compuler image
frame on Xg and Yg directions, respecticely. ry is the distance from
lens cenler to image plave, i.e. || 1.
for coordinate systems ([Oc] and ([Off ., there is

Secondly,
homogeneous {ransformalion:
xe " :¢ L) : e L] l:ﬂ d :C Ty
AC L RC _RC R
T l LM b ¥ L] 1 d ¥ Y T @
e -:C b:m c:’c d:c Ey
1 e o o 1 1

where Lhe seaning of every sysbol is listed in Appendix 11,

Hence, we could get the wapping from 3D reference coordinate
system [Og] to 2D image coordinale system (O] as follows:
axy, -q’:ci:-. -b"'clr‘ -d:':/r‘ -n:':/r‘ i
avpletrom|-ad6re  WMn PO -alre | |y,
3
He RC #e RC
1 L h-' L !9. ey h-. L Jr. Iy

where
He (o:can . h:cg‘ . E:cll . l:cﬂfrl
Determing the mapping from 2D image coordinale sysiem (O] to 30
reference coordinate system [Oal, there needs extra constraints. Here
we have the structured light plane constraint, i.e. for every point

o the light plane, there is:

2y 1 o 0 z,
T o 1 0 Ty
= * )
iy “z 5 *a L
1 o ] 1

From (3) and (4), il can be known:

ax, ~tahCe e 2 e, =(6R%uk 020 /e, =talCuc ot e, || 2,
e R RO T LU Vs =t e e (|5
s (O (530l /r, (o} et | [
For the clarity in the following inference, we denole the above
formula as follows:

ﬂl' 'h

ary |- um.l':t]- T (5

1 i

where H = N(3, 1Dxgt N(3, 2 yet N(3,3), N(i, j) denotes the eclement of
matrix [N] at the position of the ith row and the jth colosn,

From (5), we can gel the solutions of xp and yu expressed by N(i,
i)y axg and ayg . Then combining them with (4), we could derive the

mapping from 20 iwage coordinate systes [Og] to 3D reference
courdinate systes [Og] as [ollows:
g 1 o o axy
gm0t ° [ ®
£ L X, L 1
1 ] ] 1

(M(2,300(3,2)=0(2,2)n(3,3))
Wiz, 2)W(3,3)-0(2,310(%,1))
(w(2,0)0(3,2)-0(2,2)003,11)

(N1, 2) M08, 30-0(1,3)m(3,21)
(H(1, 30005, 1)-0(2,2)m(%,9))
(m(1,2m(3,1)-9(1,1)m(3,2))

(N(1,3)N(2,2)-0(1,2)m(2,3))
(03,2002, 3)-0(1,3)(2,1))
(R(L 1)z, 2)-01,2)m(2,1))

H - {8[2.1]l(!,!}-l(z,!}iﬂ.l)Ml' . IIll.!)ll!.Il-!l‘l.lll’ﬂ,ﬂl‘u’,
« (N03,3)W02,2)-N(1,2)%{2,1})

3.2, Bquations for Paramelers Calibration
;.2.!. For Mapping between Lhe Image Plane and the Structured Light
lane

In active 3D vision systems, wostly the purpose of calibration is

to be able to iufer 30 external coordinates from their 20 image

coordinates. In the inference in soction 3.|. , there are several

equations imply the relativn which can meet this purpose, But for the
of computional convenience, formula (5) has selecled,

The axp and aye in (5) should be calculated based on image cenler
(xp(0z), ¥p(0Oz)), but the accuraie position of the cemter is not
known  in general cases. To avoid direct use of the ceater's
coordinates, here a further inference is done, It is knosn (hat :
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Xy 10 =glog)

Tp|= o 1 wplogd] e layy S[tl]- ary
i ] o 0 1 ] i
Combining with (5), there is :

SRaRE0 MREE]Y

where I'I SN (3L, Dxn + N (3, 2Dy + N (3,3).
on this relation, the calibration equations can be writen

as follows:
(IR e ) T O LTE R e ‘r‘iﬂq"si’l ..,i.,.hq.{x, =
R ————

WY
¥e denote thes in abbreviation:
lexydngy o (-xging, « lxy Tpingy » ixg-mping, « “F'“ls .l

axy axy

-

=1

(=aglngy o (-vgley, o (ageygingy o ygemping, | (3phngg = 1

P P b

There are eight ers in these two
equations. To exaclly determing hem, wight ind.epndeu'. equal ions are
neoded and  also enough, Thatl weans kndwing four poinl samples, no
three of which are collinear, on the structured light plane and their
imoges can lead @ unique calibration result. This is the necessary
condition of our calibration algorithe; it is exactly consistent with
the theoritic conclusion in section 2.3..

3.2.2. For the Equation of the Slrlu.lurd Lifill Plane
From (4) in section 3.1. ibration equation for the
structured light plane can be writen n fnllm

o] Tn 1
i—'-;]l‘ . Pl—;lk, . I-;;ix, -1

To exactly determine the three coefficients kg, lgand kjin the

equation, three sample poiuts, which are not collinear, on the
structured light plase are needid and also enough without considering
Brrors,

3.2.3. For Single Camera Calibration
From (3) in section 3.1. ,
camera can be writen as (ol lows:

a b, 0 [ ) b r L a r
(-‘fu'- i-‘? ,.,g_‘_:,) g t—'i.$lu.u..v(—af-r—:-n'.u'-l-a—i.;:—h'&xrvla-:.;:-ln:' -=]

the calibration equations for Lhe

b, e A b e r a r
;;}....hf;,“.czﬁ.l..!f.;;z.ﬁ,,. P Tty gl gD syt gl ATy =1
We denote them in another way:
(aydmyyelypinggelagmyyringoanplny e lry.azyng going axginggelazging, = -1

(xglmy e (rghmpy e layhmyyolag ayy)mg o lyyazplmyg o (sparpln o layyluyy = -1

With point samples and their images, ihe uuknown paramseters in
the equalions can be solved out, Based on these parameters, the
intrinsic scale factors and the external posilion and orientalion of
the camera (rame relative Lo the selectel reference coordinate system,
denoted by rx /rz ., ry/ry, three Euler angles A,, Ay, Ap.  three
translations de, dy, dz, can be expressed as follows:

IE‘ » 1680.0 « -rnhnlw“a’-m)

RO
Yy
AP L aretant iy /my - stntaRC) tantAl%) ) con (851 eantA3%))

= arctani{cos Il!cl My imyg

A" o (ata(a1C),atn(af0) oon (a20) e (1) atn (AR V/my,
afC o —coata}®iatala}")/my
RC RE
4P o mpdf ()
rir, - -“.dl“!i:o-n:c'.l.nnu':])

r,/r‘ - .y

rzfr, - -‘s.a':e!a,‘.d:c

RC, L
6%y Flesalag J.an(A, 2]

4. EXPERINENTS AND ACCURACY INPROVENENT

4,1, Factors To lufluence Calibration Accuracy

There are mainly three sources causing errors in calibration
results. They are : the nonlinearness of the structured light plane,
camera lens distortion and image quantilizing error, and the limit of
the precision of the 3D micromeler stage sysiem, The structured plane
light source consists a He-Me laser and a lens system; il has a good
Linearness (plat and good focusing) in a certain range[19]. The camera
in our experimenls is PULNiX-TNS60, with a [=25m lens whose
distortion is less than three per cent within the FOV, And the 3D
stage employed in our laboratary is a MICRO-CONTROLLE one, which
wools an accuracy of 0.0 s

4.2. Collecting Samples

To calibrate the unknown parameters in 30 vision systems, somples
are required, i.e. we need a group of known pairs of spatial points
and their corresponding image points, In our calibration experiments,
an model with a special designed shape has been used 1o provide
samples, The wmodel is precisely mounted on the 3D micrometer stage,
whose position in 3D space can be adjusted by controlling the stage.
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A global accuracy of (.02em in the 30 positions of spatial sample
points is reached linally because of the accuracy of the wodel itsell
and some wounting errors . Due lo Lhe special shape of the model, it
is easy lo locate the sample points on the image frame by analysising

the image pattern of the intersection of the plane light with the
model surface.  In our case, the digital image ablained after
guantilizatioon is 510&12. To improve the precision of locating

image points, sub-pixel technique is adapted and the sub- scale is 0.2
pixel. Because the stage is controlled by computer, this procedure
to set samples is full aslomatic and can be done in real time. [19)

4.3 Least Squares [18] [19)

With samples, we can get calibration results based on the
calibration equations in section 3. 2. [In order Lo improve accuracy
redundant samples are required, so that least square melhod has Lo be
employed, By Lonml.rrin; an error wodel, here the weighted least
square method is selected. For a calibration equation, (here are two
steps to reach the final result, For instance, the calibration
equations in seclion 3.2.] can be denoted as [Pi] [Ri]=[Si] or F(L.Ri)=
0., where ['Il] (nil, ni2, .. , ni5)" is a vector of calibrated
parameters, i=l, 2, [LJ=[0R, yB)jl=g([R1], [R2]) is a veclor of the
world coordinates of sasple points, j=1, 2, ... M, thea :

Step |, the estimation of, [Ri], [Ri%] can be gotten as:
[Rix)=([Pi}’ Pi]T [P}’ [Si), i=1.2 ;
step 11, let [Lt]=g([Ris], R2+]), (A}=2(F)/2[L] | [Lt], R¢],

[Bi]=={F] /a[Ri]| (L+], [h}. {Im]'-lF(lU]

from the equation

(A)
[Ri] = [Bi]" C[A] Q1 (A ) ])-E([El] “((A) (@ (A 7 [10i),

where [Q1=[I] (1] [J]", il can be thought as covariance of [(xR, yR)jl,
(1] is the matrix of the first partial derivatives of h or the
Tacobian, [(R, yRjI=h([(xF, yF)jl1). Identity matrix [I] is the
covariance of [(xF, yF)jl, it means that the image coordinates are
uncorrelated and the error model is with variances of one pixel, the
final calibration results [Ril=([Ris]+[dRi). i=1.2, j=L.2.....M.

i#]) 4 [ARCIL) - (L)),

4.4. Experiment Resulls
proposed algorithm has been used in calibrating several 3D
vision goad

syslems  developed  in our laboratary and made a
performance, In our lechnical 3D coordinales measurement tesls, il
meets the following sccuracy: (unit: wm)

Errors % coordinate y coordinate z coordinate
Average 0. ne0z 0.0510 0. 0694
Mo i mum 0.1037 0. 1121 0. 1056

The total range of %, z are 25.00me and 200. O0sm, respectively,

The total range of y(depth) is  20.00sm, the distance from camera is
aboul 400,
Appendix | The Prool amd Evolvement of the Foundamental Theores of 2D
Perspoectivity
[Proof)
The perspective center is point G the planes are x| lml
the  selected 2D projective coordinates systems are [0] {D?.l.
see Fig.d. Ge= nl, n
Auxiliary coordinate systems [01'] and [Og] are setted ap, there
are : 0}’ IE .I'a:dn hllersecli?n of a line and the IugT'M'Tlhﬂ%:n
passes point is w'h“‘?‘! E?ane ;i’ I is
Just lmalnd on g /. g We add a
axis to [02) and Gﬂ I@clﬂ
It is known tha
o] <l B[] e [
P = |8 | y =
ht ] '} 1 h1* hi*
- nl : nl nl
where Lx, Ly are translations belween [01] and [0)'].
There is perspeclive Lransformation:
AR R A
P d — £ - £
hi’ 00 11z 0 g &
et 7 | h hg
where Lz is the dnslunu from point G to plane nl, i.e. 1@ 1.
Between (Og) and [02], there is hmgmmwu trans (ormal ion:
el (= Eaa) e wy | %
] = |a = 3 2
B e ar br o 7 2
hg [ T R | h2 h2
Since every point on plane n2 has the coordinate 72 equal to
zero, il leads:
X2 1 [/ X2 X2
Y2 = [0 1 0 i = ] M2
> 000 h2 h2
h2 0 (U n2 n2
Combining the ubove relutions, we have :
] -t [B] - |B
» 1 = i = 0¥
hi i=1 h2 h2
e < a2 n2
1t can be known that :
LR (w1]
3 = = (w1
3 Az h{ﬂx dz/lz

It is apparent that the matrix [@1] has the same rank with the
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malrix [w1'],

nei=le B &
= o -

Let*s consider the following equalion:

o[E] = 8]0 8] - |f]

Because homogeneous transformation can assure that the [irst two
colomn beia; linear independent, so if lhe [w1'] has a rank<3, there
oup of ki’, k¥ and k3’ above

must and k3' #0 Lo satisfy the
quhu ithout losing generality, we can assume k1'=| and there
are:

0 ax  bx ex dx k1’

[ = |ay by cy dy| [k2'

(] az bz cz dz [

1 00 0 1 1

This eguation shows thal the origin ( i.e. l?lzlln point G) of [Og]
has the coordinates (ki’, k2', 0, 1) in [02]; it means that the
point G is located on the plane n2. But this conclusion is conflict

l“h lhc h;polhesns Hence, { 1’] has a rank=3, It leads that
{ And [M]] has nnnk—l, so [¢) has also a rank

] of Ihu ululinn. IFI = L’I |
conclusion nk—l shows that a 20
ulspnctl\ulr isa 29 'prn]acllvlir Gmsldnring that there are nine

elements in [¢], bul there are only eight independent ones because
the parameter p is free, For (#), three pairs of samples can only
produce nine equations, they can not exactly determine the twelve
unknown variables, including eight elemeats in [¢] and the three p

corresponding to differenl sample pairs, So , more than three pairs
of samples are needed lo exactly determine a 2D perspectivity. Based
on the foundamental theorem of 2D projeclivily , finally we reach the
conclusion that & pair of corresponding quadrangular sets ina
specified order can exactly delerwine n perspectivity.

The End
[Evol vement )

The case in above proof is that the selected projective
coordinate systems are iwo 2D ones located in the two planes. In the
following discussion, we  coosider that one uf the selecied
coordinate systess is a 3D one [Or] which has a random position and
randow orientation. Mamely, this wodel is more suilable for a
practical 3D vision system, See Fig. 1.

Similar to the case in the proof , again there is :

1y E— pal |
= T
’ hi Ir
S hr
From the equation Zr = K. Xr + Ky.Yr + Ko, of the plane n2 in
[Or], there is:
HEEER A
T = T = i r
ir kx Ky Ko hr hr
hr 3 [ T | n2 n2
P
Again, it can be gotten that:
1 w1 |
= 3 T
S hi hr
R | ?w
Repeal the similar lﬂl]ﬁil in the proof, it will be known Lhat
[$’) has also a rank=3 and the same couclusion can be r
The End
Appendix 11 The Definitions of the Elements in Homogeneous Matrix
ax-colA,.cﬂaAz
A,-—!:Oal,.lin.l‘
lznsinl,,

bx-s.lmx. slml,,.ouk‘o uoukx.nln.\‘
b,--ainlx. sin.\y.o{mlf noanx.uan "‘:

I:l‘--si.l'h!.x.v.-,nl.ly

ux-—conlx.uln%.cw A:o Sil'l.l.x.l i.n.l.:
n,!-con Ax.sinh_’.nim\:o uim\!.bou‘
e:'co"x'“"“y
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