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In this puper, we treat the calibraitim probla in tens of 
projective geaelry. The projective essences of caaera calibration 
and calibral ing active 30 visio~~ systm c m p o s d  of a camera and a 
plane structured light source are discussed. And based ar the 
tlreoras in projective gemel ry. the necessary and sufficient 
conditions for solving these calibration problms have been given nnd 
proval. By linear projeclive gemelrical model and a series01 
mea~ingful hmogeneoas transformat ions, a new calibration algor i Ill 

n , n' ,  g(n)f n , n', as Fig. I fhars. The wp ing between the 
i~rlersections of n(n) w ~ d  n.  n . resoectiveyv. is called 
perspectivity. And "lhe fixed point g bf the pencil gin) is hwn as -"-..--. :..- P'.YOC'..S L=II..zI. 

I t  could be proved that a (2D) perspeclivity, for certain 
projective coordinates systms, is just a (2D) projectivity. (See in 
Appe~dix I) In projective gemelry, there is the foundamenlal theora 
of 2D projeclivity as follows : 

There is exactly one projectivity which mps, in a specified 
order, a given quadran lor set within plane n onto another given 
oundraneular set wrthin o%e s' 

for 3D vision systm is proposed. An accuracy of 0.1- at a &Is& on the do& tlreorm. we could have the foundamenlal 
distance of 4 0 0 1  in 3D m&surme~rl has been reached, and with the theorm of 2D perspectivity as foliows : 
necessary devices, the proposed calibration procedure is full For rertain projective coordinate systms, there is exactly one 
nulawtic nr~d cub be done in reul time. perspectivily which maps, in a specified order, a given quadrangular 

se! within plane n onto another given qundranylar set within plane 
l(mORC6 : camera calibration, calibration probla, 3D vision systtr n .  

For the proof detail, please see Appendix I. 
I. I N r ~ I O N  

2. 2. The Roiective Cemetrv Essence of Sinnle Camera Calibration 

Cnlibrali~ of 3D vision systm consists of camera calibralion 
and auxiliarydevice (e.g. strutured light source inanactive 
vision systm) cal ibrntion. It has been generally accepted tlmt 
cnmera calibration is the process of determining the camera internal 
geaelric urd optical charcteristices and/or the 3D position and 
orientation of the camera frame relative to a certain world 
coordinate systa. Auxiliary-device calibration warns the 
determination of the 3D position and orientation of the 
auxiliarylievice relative to the world coordinate systm. 

Cnlibrntion of 3D vision systm Ins been paid m c h  atta~tion for 
a long ten. and there have been developed .any practical algoriths 
and techiques in different applications. [4]-(171 In this paper, the 
calibratio~~ problm will be looked into in terms ofprojective 
geaelry. At first, ir r  sectio~r 2, we will describe and prove the 
Ireccessary and sufficient condition of deteniningg the 20 
perspect ivi ly based mi theorems in projective geaelry. Then the 
projeclive gemetry essences of calibrating single ciueraandan 
nctive 3D vision syslm with structured  lane linht will be t h  UD. 
Several calibration algoriths published in recent years will also be 
revinad will1 the mphysis on analysing the geostrical essences of 
llrm and discussing their necessary co~~dilions for unique calibralion 
results. In section 3, a new calibration algorith will be proposed 
basal on linear project ive geaelrical model. The algorilh has the 
dvantane of that the final calibration muations can be reached 
through- a series of ~eanin~ful haogenems trksfonation. It can be 
dona in real time with necessary Jevices(mainly a 3D micrmeter 
stage) and meet a high ilccuracy of 0.11 at a distance of 4 0 0 1  
in 3D mailsuraent . Although our algorith is mainly designed to 
calibrate on active 3D vision systa with a plane structured liglrt 
source, it can also be used in the general cases of single camera 
calibralion. Finally, in section 4, the calibration procedure and 
experiments will be described briefly and the factors wl~ich m y  cause 
the errors in calibration results will be discussed. To minimize the 
errors, an error probnbilily model is set and weighed least square 
method is mployed. h e  corresponding results will also be given 
here. 

2. THE PROIECTIVE CDHETRY ES%?C!2 OF 30 VISION SYSIW CALIBRhTIaY 
AND REVIEW ON SFVERAL CALIWATION ALCORlTmS OR T W I Q U E S  

2. I. Projectivity, Perspectivity and Foundamental Theora of 
Perspecl ivity 
Here, we would atend every concerned Cartesian line and plane to 

projective line and plane, respectively, i.e. problms would be 
considered and solved absolutely in tens of projetive gemetry. For 
the sake of cleanress, we transcribe the defini t io~is of the key 
not ions to be used. [2] (31 . 2D Projectivity : For a point set (x), point x has the 
coordinates (XI, x2, x3) relative lo a certain projective coordinate 
syslm, and another point set (x'), point x' has the coordinates (XI', 
x2', x3') relative to a cerlnin projective coordinate systm, if 
there is a 3 x 3  matrix $, I $ I fO, i t  leads: 

P kc] = 9 I:] , 

(p can be vnrious with different x ) 
then the mnpping I r a  (x) to (x') will be one to one, and called 
projectivity. 

. 2D Perspectivity : Given a pencil g(n) and two different planes 

Single camera calibralion is important in robot vision research. 
especially lor 3D vision systas based on stereo vision or motion 
vision. AS we show in seciion 1, camera calibrntion involves the 
detenindt ion of the -era internal geoetrical and optical 
characteristics and/or the 3D position and orientatim of the camera 
frnme relative to a certain worli coordinate systm. Here, we put our 
mphasis on the external spatial pnrameters calibralion. For camera 
intrisinc parameters calibration, please refer to Tsai, R.Y. and his 
col legues' works. (81 (91 

By the assunption of having no nmline~r distortion, the 
gemetrical model of a camera can simply be caposed of camera image 
plillre n, and lens center Oc i e. the pin-hole model is selected. In 
dditio~~, there are the 'seiected cnmera coordinate system and 
exler~ral reference coordinate systm, see Fig. I. 

Because the origin of the selected camera coordinate systa [Ocl 
is locatal just at the lens center and there exist relations between 
Oc] and camera frame coordinate systm [OF] as : XC//TF, PC//%, AN ,%x?c, the camera coordinnte systm [Oc] can denote the 
posrtroll and orientation of the camera frame. 

If we selected a plane nswhich did not pass through the lens 
center Oc, then the mapping of the point set fxt on 4 and their 
iwge point set (x') on 31, is a 2D perspectivity, and Oc is the 
perspective center. For a selected 2D image coordinate systa [OF] on 
imge plule n,, n11d a 3D exler~,~! reference coordinate sysla [OR], to 

'exactly detenrne the perspect~v~ty between n* and n l  only one pair 
of corresponding quuirangular sets are required, f r o  the conclusion 
in section 2.1. F r o  the definitions and proof procedures in 
Appendix I, we know thnl metrices [HI], [HZ] are stationary relative 
to the camera and matrix W'] is just determined by the selected 
reference plane . Because of the equation ~101-[nll~[H21~[H31~W'l, 
exactly detenining the perspectivity [ 1 will lead lo the u~rique 
determinatio~~ of matrix [n3]. [H3] is the ftmugeneous transfonatron 
matrix between the camera coordi~rale systa and the external reference 
coordinate syslm. So, we know that only one Dnir of corresoondin~ 
q d r a n y l a r  sets are required to exactly detenii~e the position arj 
orientation of the cnuera frame relative to the external referance 
coordinate systm . This is the theoretic conclusion of camera 
calibration problm. Fischler, N. and hlles, R.. [I71 ,have decribed 
him to delermi~re the camera position and orrentallon withlour 
coplnnnar control points( no three of which are collinear) and their 
images, the formula solution has also been given. With three control 
points, they have gotten rore than m e  group solution. k l y ,  their 
results measure up to the above theoretir conclusion we have dram. 

2.3. Projective Essence of Calibrating $1 Active 3DVision 
Sysla wit11 A Structured Plane Light 

Again wit houl considering nonlinear distort ion, the geoetrical 
mdel of an active 3D vision systm wi th structured plane l id11 is 
caposed of light plolre n,, image p l ~ l e  n,and a fixed point &(less 
crn!er), see Fig. 2. For cmera, pin-hole maiel is mployni here 
agaln. 

The mapping between the point set (x) on light plane n, and their 
image point set (x') on imge plane n x  is a 2D perspeclivity, the 
perspective center is k. 111 Fig. 2, [Oc] is a sel~cted camera 
coordi~late systm, [OR] is a selected exter~wl reference coord~~late 
systm iu~d [OF] is tlre Image coordinate systa. 

The goal of calibrating this kind of vision syslms is lo 
determine the cxact mapping relation between the point on light plane 
a d  its imam Doinl on i w a e  plane 151 171. 11 ttte relation has been 
knm, we wrll'be able to &l;ulale the 3~ coordinates of a spatial 
point f r o  its imnge position. lsed on the founliuetrtal tlleora of 
perspeclivity in section 2.1, this mapping relation can be exactly 
determined by a pair of cooresponding qudrangulnr sets on n, c ~ d  n, 
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. Of course, this is just a theoretic result without considering 
errors. In practice, a pair of coorespoding quadrangular jets 
generally can not meet the desired accuracy. Investigators always 
design their calibration algoriths which can aploy more 
cooresponding points, or cooresponding edges with numerical 
processing methods, e.g least-square, trying to reduce errors. But 
using fewer coorespond~ng points as far as it could maintain the 
accuracy is still what the w s t  desired. 

2.4. Review on Several Calibration Algoriths or Techniques 
Ynkimovsky, Y. and Gunninglw, R. proposed a calibration 

algorith is 1978 for their 30 vision s y s t ~ ~  which mployed two TV 
cameras based on stereo vision. The algori th .as designed for single 
camera calibration, i.e. the 30 position andorie~~talionofthe 
camera frame relative to a certain 3D coordinate systa could be 
h ~ o m  after calibration. Pin-1101s cnmera matel was selected and 
perspective transformation was ccaputd without the ccn~sideration of 
nonlinear errors(e.g. lens distortion). To get the unique 
calibration result of a camera, a! least eight sample points and 
their images nre needed. An accuracy of f 5 r  at a distance of 2. in 
30 measurment is reported. 141 

Agis, C. I. and Higtmm, P. T. developed a calibrat ion teclmique 
for their Eye-in-Id systm in 1982. The vision systa. which was 
mounted on the wrist of a manipulator, consisted uf a caera and a 
plane li&t source. Again, pin-hole camera d e l  d haogeneous 
transfom~tion are used in their paper. There are fourteen uthlal 
parameters( six for the camera, six for the light source) needed to 
calihrate. The proposed technique calibrated these parameters 
separately. Tlvy reportal that the overall accurncy at a working 
distru~ce of 3 0 1  would be in the neihborhocd of 3r. ( 5 )  

Isnguire, A.. Pu, P. and h c r s ,  I. presented the related work 
for camera calibrntio~~ in 1985. In lheir apprmcli, two-planes camera 
model and polynaial interpolation were proposed. The needed sample 
pairs dependent on the polpaial degree. For sacofid degree, at lens1 
six sample pairs needed to exactly determine the unknm coeffients. 
For third degree, ten pairs needed. Generally, (ntl)(nt2)/2 sample 
pairs will be needed for nth polpaial degree. No experimt result 
was reported. [6] 

UIen, C. H. and Knk. A. C. proposed a calibration algorith in 
1987 for an active 30 vision syslm with a structured plane light. 
Pin-hole camera model was selected. No nonlinear errors was 
considered in their algorith. The algorithms developed f r o  the 
concerned conclusion of the cross ratio in projective geaetry. Four 
coplrlnar points, no three of which are colinear, a ~ d  their images 
can w c l l y  determine the calibration result. But the article 
pruposed that six differenl saple edges and their images can meet 
higer accurate result. An accuracy of 0.- at a distance of 2001, 
8 1  at a distance of 5 0 0 1  wns reported. 171 

Tsai, R. Y. developed a two-stage &era calibration technique in 
1987. The proposed calibration algorithpaysmuchattention to the 
lens distortion and other intrinsic optical chacleristics of 
cameras. Rndial lens distortion mdel was selected. The paper 
reported that the maximum error at a distance of 1001 would be 
0.05m while the average ale would be 0.01%. [8] (91 

3. A NEM CALIBRATION AIAXUITIN HR 3D VISION SITEIS 

In this section, we muld present a calibration algorith hich 
is mainly considered to serve for active 3Dvision systms with 
structured plane lights. The following inference and experiment 
results show that this algorith can determine the w i n g  between 
the image plane and the structured lighl plane of such an active 
vision syslm accurately and effectively. Furthermore it can calibrate 
the intrinsic chracleristics and the 3D position and orientation of 
the camera frame relative to a certain external reference codinale 
sysla. Besides it can also derive the 3D equation of the structured 
light plane relative to the reference cdinate systm. After 
calibration, the 3D external coordinates of points on structured 
light plane can be infered f r o  their images positions in image frnme. 

The purpose of mploying active 3D systms is for getting the 
high accuracy 3D infonntion of object surfaces, its applications are 
inspection d o r  assably of industrial puts. Sa we can asswe that 
ttw observed objects are locnted in a limited range relative to the 
camera and narra angle lens is used. Based on these asswplion, the 
camera gemetriwl model can be selected as pin-hole mcdel without 
consideration of nonlinear distortion and the whole inferencn can be 
executed thoroughly in terms of haogeneuos coodinates and 
haogeneuos transforut i on. 

3.1. Ceoetrical Nodel and SptiaI Relations 
Based on the linear assuption, the geoetrical model of an 

active 3D vision systa with a plane light can be set up with the 
selected coodinate systms as Fig.3 shws. For camera, pin-hole 
model is adopted here. 

Qle point should be noted that the uuera cwrdinate systm [OF] 
here is the 2D coordinnte systa on the frve merged by coplter 
sapling. In another word, the factors such as horizontal scale 
factor introduced br Tsai. R.Y. in 181 (91 have been taken account 
into ima in proced;re. The selected>iueia coordinate systa [Ocl 
meets: $/if, %//P, Z / X x % .  and coodinate systms 0 I .  [&I 
and [Od are all orthogonal ones. \n the followln& we would list and 
infer the related spatial relrtions. 

Firstly, there is percpeciive trnnsIomntion as Iullows: 

where r, and r, are the spacing between pixels in coputer image 
frame on XF and Yy directions, res ecticely. rr is the distance f r o  
lens center to image plane, i.e. 11b1( 1. 

Secondly, for coordinate systms [Oc] and [OIJ , there is 
haoaeneous trwsfonnt ion: 

(2) 

where the meaning of every symbol is listed in Appedix 11. 
Hence, we could get the wapping f r o  30 reference coordinate 

systm [(Id to 2D image coordinate sysla [OF] as Iollm: 

hxP] [.,Rc/~~ -b:C/Fx -e~c /p ,  -d?/?J rxR1 

.here 
u - . by,,, r cy.R . d y V p ,  

Delening the mapping f r o  2D image coordinate systm [OF] lo 3D 
reference coordinate systa [OJ, there needs Bxtrn constrninls. Hers 
we hive the structured ligllt plane constraint, i.e. for every point 
w the ligl~l plnne, Illere is: 

r.~1 r O 1 r'~1 

F r a  (3) and (4). i t  can be known: 

For the clarity in the following inference. we denote the above 
fonula as follns: 

(5) 

where H = N(3,l)xat N(3,2)ypt N(3.3), N(i, j) denotes the olmenl of 
matrix [HJ at the position of the ith row and the jth colmn. 

F r o  (5). we can get the solulims of x~ and y~ expressed by N(i, 
j),  ax^ and t q ~  . Then cobining t h a  with (41, we could derive the 
w i n g  f r o  2D iuge coordinate systm [OF] to 3D reference 
courdinale systm [OR] as follows: 

. ~ 1 ~ 1 , 1 ~ 1 ~ 2 , ¶ ~ - w ~ 1 , 2 ~ 1 ~ 2 , 1 ) )  

3.2. Fqmtions for Rrameters Calibration 
3.2.1. For Napping between the Image Plane and the Structured Light 
Plane 

In active 3D vision syslas, mostly the purpose of calibration is 
to be able lo infer 30 external coordinates f r o  their 2D imnge 
coordinates. In the inference in section 3.1. , there are saveral 
equnlions imply the relaliun which can m e t  this purpose. &It for the 
sake of cmputionnl convenience, formula (5) has been selected. 

The n x ~  and ayF in (5) should be calculated based on image center 
(xp(Ox), yF(Ox)), but the accurate positim of the center is not 
k n m  in general cases. To avoid direct use of the center's 
coordinates, here a furthar inference is done. It is k n m  ILt : 



IAPR Workshop on CV -Special Hardware and Industrial Applications OCT. 12-1 4. 1988. Tokyo 

Cabininp wit11 ( 5 ) ,  there is : 

1 

wllere -H - N '  (3, l)xR t N' ( 3 . 2 ) ~ ~  t N' (3.3). 
Based on this relation, the cal ibratiml qua1 ions can be writen 

as follws: 

-gpj+R-&+j+R.K&+R, ? . . d R  2 , . x  .mq 1 F r r h 5 , ~ I - l  ) 

- 1 
We desote t h m  ia abbreviation: 
t - ~ ~ ~ n ~ ~  + (-rR)y2 I X ~ . ~ ~ ) " ~ ,  + trR.xr)nll txr)q5 - 1 
There are eight independent unluia~ parameters in these two 

equations. To exactly determine thm, eight independel~t equations are 
~ ~ e d e d  and also enough. Tlul m m s  LnJ-ing four point samples, no 
three of which are collinear, on the structured ligllt plane and their 
images can led a unique cal ibrat ion resul I. This is the necessary 
condition of our calibratio~i algorith; it is exactly consistent with 
the tl~euritic cmiclusio~~ in section 2.3.. 

3.2.2. For the Equation of the Structured Light Plane 
F r o  (4) in section 3.1. , the calibration equation for the 

structured light plane can be writen as follws: 

To exactly determine the three coefficients 4, band bill the 
equation. three sample poi~~ts, hich are not collinear, on the 
slructured light plane are needed and also enough without considering 
errors. 

3.2.3. For Single b e r a  Calibration 
Iaro (3) in section 3. 1. , the calibration equaliolls for llle 

camera can be writen iw follws: 
4 r 

. . . .  
We denote t h m  in another my: 

~ ~ R ~ ~ ~ l ~ ~ ~ R ~ ~ 1 2 + ~ ~ R ~ ~ 1 , + ~ ~ R ~ p ~ ~ ~ I ~ ~ 3 R R d ~ I ~ ~ 1 5 5 ~ ~ R R ~ ~ p ~ ~ 1 6 6 ( a ~ ~ l ~ l l  - -1 
t x ~ ~ ~ ~ * t 7 n ~ ~ 2 * t ~ R ~ ~ , * ~ ~ R ~ ~ ~ I ) ~ 2 * ~ ~ 3 R . ~ ~ ~ ~ ~ 5 5 ~ ~ R . ~ ~ p ~ ~ 2 6 ~ ( a r p ~ ~ 2 l  - -1 

With point smples and their images, the uuknmn parameters in 
the equations can be solved out. Based on theseparamelers, the 
intrinsic scale factors and the external position and orienlatim of 
the camera frcw relative to the selected reference coordinate systm, 
denoted by rs /rz , rl/rx, three Euler angles A,, A,., A.. three 
translalio~is &, d,, d,, can be expressed as follws: 

4.1. Factors To Influence Calibrnt i m ~  Accuracy 
Tlbere are mainly three sources causing errors in calibration 

results. They are : the nonlinearness of the structured light plane. 
camera lens distortion and image quantilizi~lg error. and the limit of 
1118 precision of the 3D micrmeter stage systm. The structured plane 
Ilght source consists a He-Ne laser iuld a lens systa: i t  ins a g o d  
lisuarness(plat d g o d  focusi~~gl in a certai~l range[l9]. The camera 
in our experiments is PUlNiX-fn560, with a f-25m lens wllose 
distortio~~ is less than three per cent within the RN. knd 1I1u 3D 
stage mployed in our Inboratary is a NlUKI-KWROIfi uile, wilich 
meets ill, accuracy of 0.011. 

4.2. Collecting h p l e s  
To calibrate the h m n  parameters in 3D vision syslms, samples 

are required, 1.e. we need a group of hiom pairs of spatial points 
and their correspanding image points. In our calibration experiments. 
an model with a special designed shape has been used lo provide 
smples. The .adel is precisely mounted on the 30 micraeler stage, 
whose position in 3D space can be adjusted by controlli~lg the stage. 

A glohl accuracy of 0 . 0 h  in the 3D positions of spatial sample 
poillts is reached finally because of the accuracy of the model itself 
.md s m e  mounting errors . h e  lo the special shape of the model, it 
is easy to locate the sample points on the image frae by iulalysising 
the image pattern of the intersection of the plne light with the 
ualel surface. III our case, the digital image abtained after 
q ~ t i ~ i n l t i o o n  is 512)612. To improve the precision of localiilg 
image points, sub-pixel teclmique is &pled and the sub- scale is 0.2 
pixel. Because the stage is controlled by coputer, this procedure 
lo set samples is full autoatic and can be done in real time. (191 

4.3 Least Squares (181 [I91 
With samples, we can get calibration results b e d  on the 

calibration equations in sect ion 3. 2. In order to improve p r ~ r a c y  
reclundont samples are required, so that least square method has to bs 
mployed. By considering an error model, here the weighted least 
square method is selected. For a calibration equation, tllere are two 
steps to reach the final result. For instance, the calibration 
equations in section 3.2.1 can be denoted as [Pi] [Ril=[Si] or F(L,Ri)= 
0. h e r e  [RiJ=(nil, ni2, .. , ni5)' is a vector ofcalibrated 
parameters, i=l, 2. ILl=l(xR, ,yR)jl~g(Rll, F21) is a vector of the 
world coordinates of sample points. 1-1, 2, ... N, then : 

Step I. the estimation of [Ri], [Ri*] can be gotten as: 
[Ritl=(Fil' r~ili' PIr [Sil, i=1,2 : 

step 11. let [Itl=g( I*]. [R2*]). [Al=HFl/7[L] p ] ,  m ] ,  
B i l = ~ l ~ / - ~ i ~ f ~ l .  mi. [ f o i l = - r F ( [ I t l . ( a ~ r ~ ) t [ ~ l t ~ - ~ ) ) .  
f r o  the equntlon [A] [ Y t  [Bi] ldRiJ,=O : 
[mil=(IBil'.([Al [Q] [Al'i. mil)-(Bil'.([A] [Ql [A]')-![foil), 

where, [Ql= [I] [I] [I!', i l can be thougl~t as covariance of [(xR, fl) j], 
[I] is the mtrlx of the first partial derivatives of h or the 
lacobian, [Ddl, yR)j]=h([(xF, yF)jJ). Identity mtrix [I] is the 
covariance of [(xF, yOj1, i t  means that the image coordinates are 
~u~correlatd and the error model is with variances of m e  pixel, the 
film1 calibration results [Ril=(Rit] t[dRi], i-1.2. j-1,2, ..., N. 
4.4. Experiment Results 

The proposed algorith has been used in calibrating several 3D 
vision syslms developed in our Inboratary and made a goal 
performance. Is our teclmical 3D coordi~mtes m s u r m e n t  tests, i t  
meets the fnl lwing pccuracy: (unit: m) 

Errors x coordi~lnte y coordinate z coordinate 
Average 0.0602 0.0510 0.0694 
kxiuum 0. I037 0.1121 0.1056 

The total range of x, z are 25.00m a ~ d  200. 001. rpspectively. 
The total range of y(dept11) is 20.00r. the distance f r o  camera is 
about 4001. 

Appendix I The Proof a~ld Evolvment of the Founltuental Theorm of 2D 
Purspccl ivity 

[Proof] 

It is known thnt: 

1: ] = [ 8 ] pl:] hll = RII [FI:] hll 

n l x l n I 
h e r e  k,Ly are translations between (011 and [OI']. 

There is perspective tra1sfor8ation: 

where Lz is the distance f r o  point C to p l u e  n I. i.e. I!m 1 1 .  
Between [Ogl and [02], there is hollogeneous trmslor8at Ion: 

Since every point on plane n 2 has the coordinate 22 equal to 
zero, 11 leads: 

.. . 
Cmbining tlie above relalioss, we have : 

- 
I t  is apparent thnt the matrix [$I] has the same rank with the 
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Let's consider the following equation: - - - - - - - - 

L J L J  L J  L J 
Becnuse hogeneons translomat im can assure that the first two 

calm being l i n w  indydent, so if the [+I1] has a ranl<3, there 
mst be a w p  of kl , k2' and k3' and k3'fO lo satisfy the above 
equation. #thou1 losing generality, re can assue k3'-I and there 
are: 

,- 7 ,- 7 r 7  

This equatior shas that the origin ( i.e. 'ii; point C) of [Dgl 
hosthe coordinatesOkl'. k2'. 0. I) in 1021: itmeansthat the 
point C is located & the pike n2. i t  this-;mclusion is conflict 
with the hypothesis. Hence, [q 1'1 has a rank-3. It leads that 
[QI] has a rank=3 . And [MI] hac a rank.3, so [*I hac also a rank 
-3 because of the relation: I I IMl I. I *  l I. 

The conclusion that ?I)]= has a r&3 s h m  that a 2D 
psrspeclivitr is a 2D projectivity. Cmsidering that there are nine 
elmenls lo [$I, but there are only e~ght rlxiepembt ones mcause 
the pariueter p is free. For ( t ) ,  three pairs of saples can only 
prduce nine equations, they can not exactly determine the twelve 
unknmn variables, including eight elments in [+I and the three p 

correspding to different sample pairs. So , more than three pairs 
of samples are needed to exactly determine a 2D perspectivity. Based 
M the f w h e n l a l  tl~eora of 2D projectivity , finally re reach the 
conclusion that a pair of corresponding quadrangular sets i n a  
specified order can exactly determine a perspectivity. 

The hd 
~volvmenl] 

The case in abwe proof is that the selected projectiva 
coorditlate syslas are two 2D ones located in the two planes. In the 
following discussion, we consider that one uf the selected 
coordinate systas is a 3D m e  [Or] rhich has a randm position and 
randm orientation. h e l y ,  this d e l  is more suitable for a 
practical 30 visial systm. See Fig. I. 

Similar to the case in the proof , again there is : 
r.. - - 

F r o  the equation Zr = Kx.Xr t Ky. Yr t KO, of the plane n 2 in 
[Or], there is: 

L J n 2  L - J 
Again, it can be gotten that: 

L J n l  L n 2  
Repaat the similar analysis in the proof, i t  will be hmn that 

[*'I has also a rank13 and the same conclusion can be reached. 

The M 
Appendix 11 The Definitions of the Elments in Hmogenears Matrix 

[I] Cohm, R.R. 8. Feigenbnum, LA., M. , -The Handbodr of Artificial 
Intell~gence,~ vol. 111. 
[2] Bus-, H. 8. Kelly, P. I., 'Trojective -try and Projective 
Nwtrics, - A d m i c  Press, 1953 . 
[31 1bo, P. 8. ?en& ,S.M., "Projective b e t r y , -  Eduation Press, 
P. R. China, 1980. (tn Chinese) 
(41 Yakjmovsky, Y. 8. Cunningham, R., "A systa for awtracting 
tl~reed~mensional msurmenls frm a stereo pair of TV cameras, " 
CCIP, no. 7. 1978. p. 195-207. 

[5] kin, G;J. 8. Higlmam, P.T., *Movable light-strips sensor for 
ohtilining threedimensional coordinate measurmenls,* Roc. of F I E  
Iat. Tech. Smp. . (;1 1982, p. 326-333. 
(61 Isaguirre, A., Pu, P. a Suers, I., "A new developenl in caera 
calibration, Calibratingapair~fmobilecameras,~ Roc. of IFEE 
Int. Conf. on Robotics and Autmation, 1985, p. 74-79. 
171 Chen, C.H. 8. Knk, A.C., "Modelling and calibration of structured 
light scanning for 3-D robot vision, Proc. of [FEE Int. Calf. on 
Robotics and Autanlion, 1987, p. 807-815. 
(8) Tsai, R.K., *A versatile c m r a  calibration techiqus for 
highiccuracy 3D  chine vision .elrotow using off-the- shelf tV 
cameras and 1enses.n IEE5 J w r m l  of Robotics and A u l w l  ion. vol. 
Rh3, no. 4, August. 1987. 
[91 Lenz, R.I. 8. Tsai, R.Y., *Techiqus for nlibratim of the scale 
factor and inne center for hi& accuracy 3D machine visim ~trologl.~ 
Proc. of I E E  fnt. Co~lf. on ~ohlics and~bulmalion, 1987. p. 68-75; 
(101 Thapson,A.M., "Cawra geoetry for robot vision,* Robotics Age, 
Nar./Apr. , 1981, p. 20-27. 
[I11 Agin, C.J., ~lhlibralion ud use of a lip1 stripe range sensor 
mounted on the hand of a robot," Proc. of lEE5 lnl. Conf. on 
Robotics b Autastion, 1985, p. 680-685. 
[I21 Wolfel, W.J., White, C.K. 8. Pinson, LJ., *A mlt isensor robotic 
locating systa a~d the camera alibration problm,' F I E  vol. 579, 
Intelligent Robots rd bpuler Vision, 1985. p. 420-431. 
[13! S~irai, K. 8. Uchida, S., ~ 3 - D  measuresent using autmtic camera 
callbration methd.~ Proc. of the 8th lnt. h f .  m PR, 1986, P. 
931-933. 
[I41 Lin, W.C., Ross, J.B. 8. Ziegler, M.H., =Saiautmatic 
calibration of robot uniplator for visual inspectiat task, 
Journal of Robolic Syslms. 3(1), 1986, p. 19-39. 
[I51 Nansrach, P., =Calibration of a -era and light source by 
fitting to a physical model," CYCIP, Vol. 35, 1986. p. 200-219. 
[I61 Roth, C. 8. Wllara, D., .A holbite method for parts acgusilion 
using a laser rangefinder mounted on a robot wrist," Roc. of IEE5 
Inl. Conf. on Robotics and Autmation, 1987, p. 1517-1523. 
[I71 Fishler, N. 8. Bolter, R., "Randn sample cmsensus: A parndip 
for model fitting applications to inge analysis and autanled 
cartography," Proc. of Imge lhlderstanding Wokshop, Apr. . 1980, 
p.71-88. 
[I81 Nikhail, LM., nChservation and bast Squares* , IW-A 
Dun-Doa~elley Publisher, New Yok, 1976. 
[IS] Qian, R.J. 8. XU, C.J., -The Basic Techiquss of Three- 
dimensional Vision Systas for Intelligent Assably Robots, " 
Technique Report in the Departmeill of Caputer Science a. Technology, 
TR88-015, T s i n g h  hiversity, 1988. 




