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ABSTRACT
A complete software system for automatic

drafting encoding is described. This system de-
composes the original draft into a graphic pri-
mitive-based description,suitable for subsequent
CAD processing. Problems relative to the bina-
rization phase and the symbol recognition step
are also covered and a hybrid approach is pro-
posed.

INTRODUCTION

Computer Aided Design and Drafting procedu-
res are spreading out, mainly due to the compact,
non-redundant and easy to modify representati-
on, that can be obtained through these techni-
ques.

Technical drafting is not only an important
but also a powerful communication and planning
tool in many disciplines; this is why a vast
number of drawings exists ranging from civil and
electronic applications to cartographic and bu-
siness graphics. All these documents have two
main common features: the high rate of modifica-
tion they undergo and their long lifetime (gene-
rally of tens of years).

Moreover there are, at present, many well-es-
tablished manipulation techniques, based on com-
puter systems, that allow drawing processing.By
using such techniques it is now possible to in-
troduce the concept of "work reusability" in the
drawing domain. Through CAD methodologies, it is
possible to build an efficient data base of tech-
nical drawings, in order to recover, modifyand
adapt previous jobs to new situations and pro-
jects.

This is a very attractive approach since pre-
vious projects can be recovered and suitably
adapted to new projects with a substantial time
saving.

One of the most important bottlenecks is the
fact that the major part of today's documenta-
tion is not in a form suitable for CAD proces-
sing. In the past, a lot of standard graphic de-
vices such as light pens, tablets, mice, joysti-
cks, etc... were adopted to convert traditional
drawings into a CAD compatible format. Many se-
miautomatic software packages were designed to
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help the operator in point positioning and cur-
ve tracking tasks. Nevertheless, this kind of
software for data input produced time-consuming
expensive, tedious and error-prone procedures,
especially when large drawings were involved.
In this paper an efficient method to extract
a graphic primitive-based description from a
digitalized drawing is described. Such a des-
cription is suitable for use with a CAD system,
since the whole drawing is decomposed into arcs
and segments, while the embedded text is pro-
cessed separately.

THE PROCESSING CHAIN

Converting a draft into a CAD compatible
format is a multistep procedure that involves:
digitalization, sensor response correction,
thresholding, symbols identification and coding,
drawing line encoding.

First, the original drawing must be digita-
lized by using a system capable of a 0.004" re-
solution referring to a 34%44" document; this
resolution allows the grabbing of all the si-
gnificative Tines and symbols belonging to the
document itself. There are systems using flying
spot scanners or friction drums or movable beds
under fixed CCD arrays or movable CCD arrays on
fixed bed that can be successfully employed in
this initial conversion; in our experiments, a
CCD based scanner was used with a moving head
and a fixed document bed capable to acquire
drafts up to A0 format.

In order to obtain good results from the di-
gitalization step, an array response equaliza-
tion is performed by using some predetermined
factors obtained during an initial learning
step. In this phase, a certain number of white
lines corresponding to the typical document
background is acquired and for each elementary
sensor the following value is computed:

A, = (MXXN)Z{Ri1+ R + R

i+t Ry

where N is the number of background lines ac-
quired, while Ry 1is the i-th elementary sensor
response on the L-th Tine and MX is the maximum
grey level (255 for an 8 bit A/D converter).
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During the normal image acquisition, the
i-th sensor response is multiplied by Aj;this
preprocessing counteracts the 6% response drift
from elementstypical of CCD arrays and contri-
butes to the background homogeneity. After the
digitalization step, a noise filtering is ap-
plied by using a 5%5 mask and evaluating five
3x%3 subwindows as shown in Fig. 1.
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Fig. 1 - 5x5 filtering mask and the relative

five 3x3 subwindows.

The mean of that subwindow having minimum
variance is substituted to the central pixel
value.Other methods, such as half-neighbouring
(1], were also tried with similar results. After
the noise filtering step, a thresholding is ap-
plied; some usual algorithms were tested like:
the deepest valley between peaks [2], [3], the
maximum entropy bipartition level [4] or other
methods like Fukinuki's [5], [6]. The linear
bidirectional interpolation of local threshold
suggested by Rosenfeld [7] was also tested, but
the results were not very good in this applica-
tion, taking into account the computational
burden.

Two other new approaches performed well. The
first one is based on two scans of the whole
image, one horizontal and one vertical; during
each scan a moving average window is displaced
along each line and the mean values are computed
at various positions which convey information
about the local Tuminance drift.

Those pixels, which have a value less than
the window mean value at their positions by more
than a fixed threshold in both vertical and ho-
rizontal scans at the same time, are marked as
background points, and the others as drawing
points. In this way it is possible to adapt the
threshold value to the local illumination impli-
city, and to obtain a shadow correction effect
(Fig. 2).
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Fig.2 - a) Binarized image. b) Row grey levels
with superimposed moving window-average
values.

The second method subtracts from the whole
image a background estimation; to this end in-
stead of using percentile filtering [8], a new
approach is proposed which is based on the sub-
traction of the original image from a copy shif-
ted by a certain amount in the four main direc-
tions. The principle is that the drawing lines,
if suitably displaced, will be superimposed to
white pixels belonging to the local surrounding
background. In this way all the lines can be
filled with background pixels in the immediate
neighbourhood and a white image without lines
is obtained, taking into account local illumi-
nation variations. Drawing lines can now be
extracted by subtracting from the original fra-
me the previous background estimation.

The whole algorithm operates as follow:

1) four difference images are generated by
shifting the original image in the four direc-
tions: left, right, up and down, and by subtrac-
ting the original from its displaced versions;
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2) for each pixel, the corresponding pixels
in the difference images are analysed and the
values of the shifted image for those exceeding
a certain threshold are accumulated. Then, the
mean of these values is substituted instead of
the original pixel value;

3) if there are no pixels exceeding such a
threshold in the difference images, the pixel
under analysis is left unchanged.

In the actual implementation the four dis-
placed images need not to be generated because
suitable tests on the original pixel values can
be used in their place.

This algorithm works very well also in the
case of relevant local illumination drifts.

After computing the binary image, the next
step is the skeleton extraction. Many thinning
techniques are well-suited for this kind of
processing [9), [10]; in our case the Arcelli's
thinning algorithm [11] based on the Distance
Transform was used. The thinned image is obtai-
ned by means of a labeling procedure that pre-
serves thickness data, since the original pixels
are only suitably marked and not discarded; a
further data recovery can then be performed

(Fig.3).

Fig. 3 - A zoomed part which shows the thinned
image and the marked pixel.

In order to obtain a better regularity of
the 1ine contours and avoid small holes and im-
perfections, a preliminary non-linear filtering
is applied to the binary image.

The algorithm scans the whole drawing and
those white pixels (background) having five or
more black (drawing) neighbourhood pixels are
set to black.

Morphological filtering like Suzuki's fusion
[12] is also well suited for this kind of regu-
larization step, but at the expense of a grea-
ter computational burden.

Notwithstanding this line regularization,
Arcelli's method produces a certain number of
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little spurious branches, due to residual Tine
imperfections and to noise; thus, a post-pro-
cessing step (pruning) must be applied to remo-
ve them. At the same time, this post-processing
produces other useful effects on line straight-
ness, by adding a pixel to those configurations
satisfying the following two conditions:

1) the pixel is the starting pixel of a
“good branch" (that is to say of a branch that
must not be removed);

2) the pixel matches the following configu-
ration mask or one of those obtained by 90° ro-
tations (Fig. 4).
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Fig. 4 - Example of a T junction regularization

The pruning algorithm follows each branch
from its ending point to the nearest branching
or ending point and removes the whole branch if
its length is below a certain threshold. If the
branch can be preserved, the final point confi-
guration is inspected to see if it matches one
of the masks, and then the configuration is
completed as shown in Fig. 4.

Next, another processing step is used to
fi1l residual little gaps in the skeleton. Such
a processing is a two-phase method: during the
first phase special points in the skeleton are
identified (branching points, ending points,
high curvature points); then, a search is per-
formed starting from the ending points (those
with only one neighbouring pixel).

The search aims at identifying a near spe-
cial point having a leading segment collinear
enough to that of the ending point under inves-
tigation.

In practice,the algorithm works in the fol-
lowing way:

1) a certain number of pixels belonging to
the segments leading to the actual ending point
is considered. A best fit segment is evaluated
by forcing it to pass through the ending point;

2) then, the search proceeds in a circular
sector symmetrically centered around the direc-
tion of the best fit segment. The sector radius
is a predetermined constant;

3) for all the special points inside this
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sector a similar best fit segment is evaluated
and that showing the most similar direction,
with respect to the search direction, is selec-
ted;

4) the ending point and the selected spe-
cial point are joined with a segment.

The second processing phase is identical to
the first one except for the parameter values;
in fact, the first phase uses a little sector
radius and a relatively large sector angle,
while the second phase uses a relatively lar-
ge sector radius and a relatively small sector
angle.

This corresponds to the fact that the 1it-
tle gaps are filled by giving less relevance to
directional information; when all these gaps
have been filled a second phase is tried in or-
der to fill larger gaps but, in this case, a
greater importance is given to the line direc-
tions to prevent erroneous connections. In this
way, it is possible to reconnect linear charac-
teristics broken into well aligned but highly
fragmented regions (Fig. 5).

b)

Fig. 5 - a) Part of the thinned image with noi-
se generated gaps. b) Post-processed
image with filled gaps.
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At the end of this processing chain, a
thinned image is obtained whose lines represent
the skeletons of the original drawing lines;
thus, it is possible to start the drawing de-
composition into arcs and segments.

SKELETON INTERPRETATION

Instead of using the usual techniques that
start with a segment and try to build a polygo-
nal approximation by merging all those segments
with the same direction (according to a certain
tolerance range) [13], [14]) a different approach
based on the analysis of the global structure
of the skeleton was used.

Psychological studies demonstrate that the
major information contents of a diagram is re-
coverable by analysing the way in which special
points like branching points, ending points and
high curvature points are interconnected (i.e.
their topology). For this reason, the skeleton
was interpreted as a graph whose nodes represent
the special point positions and whose branches
carry information about drawing topology and
line or arc shapes. Then, the whole drawing can
be analysed and described by using a lower num-
ber of primitive elements because we assume
that two linked special points contain a single
primitive element.

We also have a stronger confidence during
primitive type selection since, instead of ha-
ving to decide where a primitive starts and
where it ends by building up this information
from localized analysis; we already have such
an information and we can use all the pixels
between two special points to identify what kind
of primitive we are dealing with.

Once all the primitive elements in the dra-
wing have been selected, thickness data are re-
covered by taking into account the number of
pixels belonging to drawing lines (marked during
the thinning phase) and counted in a perpendicu-
lar direction with respect to the primitive un-
der examination.

The mean thickness is evaluated by going
from the starting to the end point and the re-
sulting value is compared with a table of pre-
determined standard values which refer to real
line thickness. The nearest value is selected
and stored along with the corresponding primiti-
ve type and position information (Fig. 6).

The special points considered are multiple
points, terminal points and high curvature
points.

Terminal points are those having a single
neighbouring pixel, multiple points have more
than two neighbouring pixels and high curvature
points correspond to high 1ine bending.

A1l these points are suitably marked by
scannning the graph skeleton structure and are
used as a starting point for drawing interpre-
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tation.

Fig. 6 - Reconstructed image coded with seg-
ments and arcs. Text is not shown since
it is processed separately. No post-pro-
cessing has been applied for circle cor-
rection.

Due to noise and other shape irregularities,so-
me special points may appear near each other.
Those points which are closer one another than
a predetermined threshold are clustered and de-
cimated, so that only one survives in a certain
region.

A hierarchy is used during the decimation
step, by stating that the survivor must be the
higher multiplicity point. However high curva-
ture points are never squeezed.

Then symbol identification is performed.The
basic concept in locating symbols rests on the
fact that they generally enclosed 1little back-
ground regions; so background region areas can
be used to identify potential symbols.

The whole skeleton creates a partition of
the image background in a set of regions that
are those comprised in each closed chain of ske-
leton branches.

Background region sizes are computed and
their values are clustered into two classes:
large-sized regions and small regions.

A chain of skeleton branches touching a
little background region is considered as per-
taining to a potential symbol.

In order to obtain a fast and reliable clas
sification,a new method is proposed which is
based both on topological information relative
to symbol lines and invariant features concer-
ning the background regions enclosed by the sym-
bol lines and considered as elementary objects.

In particular, segments, arcs, number of
corners, linking branches, angles between ele-
mentary graphic primitives, etc. are used to
extract topological information, while Fu's
invariants, compactness, normalized diameter,
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etc. are employed to obtain a preliminary des-
cription of the background regions enclosed in
the chain of primitives relative to the poten-
tial symbol.

In this way, an initial search is perfor-
med in the symbol Tibrary by looking for sym-
bols having similar background components and
then topological data are used to take the fi-
nal decision.

This hybrid approach uses at the same ti-
me graph-matching and invariant-matching tech-
niques and allows a good symbol detection and
classification. After a symbol has been recogrni-
zed, the corresponding skeleton branches are
removed from the image and the whole symbol is
represented by using a predetermined code sto-
red in a symbol library.

If symbols are removed before trying a
primitive decomposition, a simplification is
achieved, since small details are usually dif-
ficult to deal with.

In order to identify the best graphic pri-
mitive to be used in draft encoding, all skele-
tal points comprised between a pair of special
points are then checked and the graphic primiti-
ve (arc or segment)giving the best match is
used.

At last, a drawing decomposition into
graphic primitives is obtained and line thick-
ness data are store.

TEXT PROCESSING

During the symbol detection step, charac-
ter strings are also identified because they
are relatively small and isolated regions do
not touch drawing lines. Each character is iso-
lated by using a suitable box and then recogni-
zed through a character recognition algorithm
such as Ledeen's algorithm [15]. This algorithm
works in the following way: a suitable box is
fitted around character strokes and some featu-
res are extracted. To this end, the whole rec-
tangular box is divided into nine regions equal-
1y sized by using four Tines; then the region
in which the stroke begins, the number of times
it crossed each dividing line and the stroke
position relative to other strokes making up
the character are extracted.

In order to code relative position data,
each stroke making up the character is analysed
on the basis of the nine previous regions;then
a pseudo stroke is generated by joining the
centers of all the regions surrounding the com-
ponent strokes and then is coded according to
a predetermined table (Fig. 7).

Stroke relative positions along with pre-
viously evaluated features are compared with a
suitably organized dictionary prepared in an
initial learning phase and so each character
can be recognized.
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0000
0001
0011

1100
1101
T

0100
0101
0111

pseudo
stroke

_/_____

Fig.7 - An F character comprising three strokes
and the relative pseudo stroke

In such a way text and numbers can be stored
in ASCII code along with positional informati-
ons, obtaining so a great compression ratio.

CONCLUSIONS

A system for draft encoding using hybrid pro-
cedures, based both on graph and pattern reco-
gnition techniques to identify and match spe-
cial symbols, has been implemented. Thus it has
been obtained a great data compression ratio
during drawing enconding. The whole system has
been coded using C language on a MC68020 based
system running under UNIX V AT&T operating sys-
tem. A linear CCD array mounted on a movable
head and able to scan up to A0 format was adop-
ted during the digitalization phase.
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