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ABSTRACT

This paper deals with the design of a processor dedicated 1o a new and  original
method of texture feature eatraction called the Method of Curvilinear l'nrmﬂoﬁ The

Civen two positive integer wwm m, the maximum allowed for curvilinear inte-
gration pli and kmx, number, the computation of the texture
= pil'd is given by the following algorithm :

latter has exhiblied some lmeresting (eatures in the feld of Image segs
mm[uousulnuummlmuumuwmmmu
view ol and P Then & convenient
plpelined architeciure s derived, The design of the latter s cxamined In terma of com
and performance. The next scclion deals with & sptolic  implementation of the  method
which olfers great benelits for dedicaled design bul requires, in our case, some conces-
siona on compuistion saving o be made. The paper ends with a comparison bebween
these fwo approaches.

1 INTRODUCTION

This paper deals with the design of & processor dedicated to a new and original method
of texture feature extraction called the Method of Curvilinear Integration (M.C.L). With
regard to most fexture analysis methods, the M.CL, due to its computation saving, offers
an opportunity to aim a low<ost real-time texture analyrer, providing a suitable dedicated
processor i3 designed.

In the first section of the paper, the method is presented from a formal point of
view, Then, in the pecond section, tomrdum mpects are taken info sccount in order lo
establish a P waving The next section i devoted to a highly
paraliel hardware implementation of fhis cost effective algorithm. A pipeline  approach
well sdapted to the latter duc to it lowlevel nature (regularify, repefitivity, fine grain
et b the plexity the data dependence
of the associsted execution scheme. This festure infroduces severe conmsfraints from  the
paralielism point of view and requires some extra cost in hardware implementation  (dyna-
mically configurable architecture), This i why the [ast secrion deals with the implementation
of a lem critical but more release. The paper ends with

lcmrbonolﬂumprwdm;mmmlhpoimntmnlmmdm
mance taking into account utilization criteria

2 FORMAL DESCRIPTION OF

INTEGRATION

THE METHOD OF CURVILINEAR

Let Z{iJ) be the luminance function of a digitized picture. The MUCL  associastes an B
dimension vector T(ij) to a pixel of the picture, each component of thix vector being
related to a scanning direction originated from the pivel. The set of scanning directions i
uniformly distributed in | 0, 20. The method proceeds by curvilinear integration of the
luminance function and returms & T(Lf) component ; the value of this component i the
distance from the plxel at which the computed value reaches a predefined threshold w In
the mean time, & wafch-dog is provided in order to stop the computation process if the

is not trigg after a p number of Thia Y
is named lomx
let us now formalize the method with respect 1o & polar coordinates system

[ 8} In order 1o unify the formalization of computations relsted to orthogonal (4, =
N4, n o= 0.2, 46) and diagonal (4, = nIU4 n =1, 3 5 7) orentationm, this coordinates
wilem s mapped onto the sampling square grid of the image. The relationship befween a
n U4 oriented displacement (A1 Aj) in the discrete image plane and the relared variation
Ar In our coordinates system b ar = MAX(Jailajl). In this way, r takes only positive
integer values during the scanning process The related euclidian distance &5 b restored by
the cxpression Ap = ar P(n) with the function P(n) defined on integer values by Pin) = 1
for n even and P(n) = 27 cise.

Let us now consider a scanning direction 4,0 =00 7) issued from a pixel O.
Let Z.(r) be the luminance function referenced to the (D, r, ) coordinates sysem (see
figure 21). A scaling factor A bhetween spatial and the M s intro-
duced in order to compute curvilinear integration of the latter. Consider now a unitary
displacement from (r-1}) to r. the associated wvolue .ﬁ.{r} imvolved in the curvilinear inte_
gration step i given by

85,00 = (PP o (Z, (-2, (1)) @n
The curvilinear integration has to be expremsed m & two index function 5(r, k) with
r the modulus of the starting pixel and k the iteration number. Thus one computes the
by the f ing recurrent formula :

Sfr. k) = 5.(r k-1) » &S (rek)
with r and k positive inleger variables, k = 1

22)
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a,(r) related 1o the orientation #,
IF there is a positive integer Kk, < kmx as S (r, ke1) < p < 5 (r, k) 23)
THEN a,(f) = k P(n)

ELSE (ie. u not resched in fewer than kmx steps)

a,(r) = kmx P(n)

ENDIF

With the aim of designi to the M.CI, certain factors have
to be pointed out :

« In an area of an jmage, one AS, sample & imvolved in the computstion of several
texture related to neigh g piels. This feature may be taken advan_
tage of in order to reduce VO activity.

Computations related fo colinear scanning directions in a limited area are partially
shared. In the special case of a connected pixels couple, the current curvilinear
integrations only differ by the value of one AS  sample. This is obviowdy a line to
follow in order fo reduce the complexity of the algorithm.

The data dependence nature of the algorithm (the number of iterations involved in
the computation of a texture component is not known beforchand) is an obstacle to
highly concurrent implementation, The fine grain underlying paralielism imvolved in
this low-level slgorithm requires a tightly synchronous-scheduled design which conflicts
with the stochastic feature of the scheme with the ith

3 REDUCTION OF REDUNDANCY INVOLVED IN THE COMPUTATION
PROCISS

31 SETTING UP OF A PREDICTIVE PROCEDURE

The term “predictive™ bs used by analogy with signal differential coding techniques, as far
as the Mea Is concerned, As previously stated, the computatiors fvolved by colinear direc-
tlons of rwo connected pixels are fightly linked. This is obvious in the figure 11

Let afr) = Kk P(n) be a texture component related to pieel M. The curvilinear
integration related to pixel M’ in the same direction, may be easily boond fo the previous
one ©

Sglr. k) = A5 (rel) » 5 (rel, kel) (1)
the has been proved [OUVRchap22], ssuming & s
the iteration mumber involved in the computation of the texture component a fre1) related
to pixel M' (Le. a(re1) = kP(n)), then :
Koz kel

This leads to'a computation saving process driven by dats vectors The relationship
(32) garantees that no back-tracking hm to be supported (le. 2 4S5, sample b slways
sdded one time and substracted one fime), thus, outside the start-up phase, only two
iterations {one to add, the other to substract AS ) are required on average per fexture
component.

(32)

31 GOING EVEN FURTIEER WITII TIE PREDICTIVE PROCEDURE

Looking back at the figure 31 with cost-saving in mind leads 1o » consideration of the
correlation between the computation related to #, direction and that related to the oppo,
site direction. The latter will be designated as the ¢, direction, The relationship below |
obvious

Spaltk B) = 5.fr k) 6

F the
Amuming a (1) =k P(n),
It there Is an integer value k* 2 k-1, such that
S,(r+1, k) < 4 AND k* < kme
Then 8 (rek®e1) = (k*+1)P(n)

rule in d in [OUVRchap23):

This rule leads 1o 8 very interesting release of the predictive procedure. One can
depict this as follows : When & # component, say a,(r) =k P(n), s yielded, the predic,
tive process goes on with the computation of a (rel) but directly at the (k1) step. The
siated mule steps in st this point : If none of the two fhresholds p and kmx b reached
by Sl kel), them a (k) =k P(n). Moreover, the rule fells us that each further
step which does not frigger the thresholds gives a new £, texture component.

Fﬂm|h¢pol.nlofmﬁ|lahalptmxludmln‘.lhhlnmmlwmru
Incuding the L0
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EITHER

the process requests a new 5 sample <> 3§, component i produced
OR

the process rejects an old 5, sample = 2 #, component ks produced

‘With this deeply the and 1O losds are. in the

wmmdrmmmMIhmmdem
now more obvious in so far a k are affected.

4 TOWARDS AN EFFICIENT ARCHITECTURE FOR TIIE COST SAVING
ALGORITHM IMPLEMENTATION

41 A CONVENIENT TYPE OF PARALLEL ARCHTTECTURE
Like most signal processing algorithms, a pipeline approach s well mited for ML

wmlmmmmummwamwmwmnu
eanly split into a d by specific hardware.

Granted that & pipeline spproach will act af fhe basic Jevel of the hardware design,
one ha to comider abo the spproprl of o repli At the same basic
level, this leads 1o systolic architecture, whereas at an upper level, it leads to SIMDVSPMD
architecture (MIMD not suited for fine grain parafielism).

Systolic  archi ) jously the most ad for a custom or semi-custom
design  (regular and g local =) Dut ly  this
approach i3 quite inflexible and leads 1o serious obsiacles with data depends

Considering our algorithm from a systolic point of view, the two Index funclion S,(n k)
looks like a possible candidste. But in this two dimension computation space, the only
points imvolved in effective computations are mapped onto a path plotted during a data
vectnr Thus the process has fto be considered a3 a0 one dimension
one and, Murthermore, the computation path is not known heforehand. Consequently the
systolic approach is not svallable for our cost saving algorithm.

The SIMD approsch (multiple identical pipes in our case) does not bwolve such 3
theoretical problem. Dut the M.CL b not the "10
bound™ feature prevails  Fuorth & pipeline imp of the process
will lead to an high (hroughput, Tn the case of a multiple processing wnit design, the
global bandwidth required for the processor memory will involve a costly and a comples
design.  Finally this approsch does not hmve (o be rejected a priorl but the tradeoff it
brings about should be carcfully examined.

41 THE PROCESSOR ARCHITECTURE

The data dependency festure of the algorithm led us 10 confine the eritical computations
tasks in & specific hardware section mamed cemtral procemor due fo its sifuation inside the
scquentinl global process. The less dependent tasks (ie. “receive data and compule
uima:nd.m'wkm:cnmmmk'nMWIm
other hand) are supported by specific units as depicted in figure 4.1

‘
-

on
. the
latter shows & logical signal T by which the central processor schedules the
systems. This signal reflects the state of the threshold process (T is true when
# nor kmx are reached). For the preprocessor, T I8 true” involves an active oyche
and data) when T is false™ requires an idle cycle (bold process state). It
is quite different for the postprocessor because the latter i always busy, The stafe of T
Hknummdmmnmpmmh.wwmuuwmh«hnwh
Initiated. The T bit s tagged to the processed data and b then used by the memory
controller in order to demultiplex the texture components stream.

From the point of view of pre- and postprocessor design, there s no  theoretical
limit to the degree of pipelining because no recurrent function s involved, That s why
the paper will only focus on the central processor implementstion

43 CENTRAL PROCESSOR ARCHITECTURE AND BEMAVIOUR

functional paralielism wat required to achieve the aim of one texture component produced
per machine cycle.

In order to equalize concurrent tasks execution time in a contest of synchronous
parallclism, the central processor architecture exhibits theee functional subunits :
« the data string T e & queved structure for AS, samples)
« the computation smbunit (computes S lulupamsh)
= the threshold checking subunit

Each of these is structured as a pipeline stage with only one clocked layer.

The critical point was to sssume overlapped execution of mutually dependent fasks

ms,mtwmuw-mmmmmmu:mwmmwaem
; structure g the duplica,

The behmviour of the central processor Is depicted in the ASM chan figure 43, As
previously stated, each machine cycle yields a texture component (o, if T false, o, W T
troe).

44 PROCESSOR COST AND PERFORMANCE
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5 IMPLEMENTATION

ARCHITECTURE

OF THE MCL WITHL A SYSTOLIC

51 WIIY A SYSTOLIC ARCIITECTURE 7

Taking into consideration the unique features of & systolic MIMMMM
benefits in hardware design [KUNG], we had to investigate a consis
Imﬁmmwmunmummﬂmfnlilhmmmmm
saving and high degree of parallelism achicvable in & small package. Thus, this approach
may be interesting even if the ad hoc algorithm i not the most cost effective one.

51 SYSTOLIZING THE BASIC SEQUENTIAL ALCORTTIM

The technique we used with this in mind s described in [QUIN] and [ANDRL It starts
with a map of computation steps referenced by the index set imvolved in the latter. The
next steps are :

= translate computation formuls into a uniform recurrent equation system  (ie. position

independent)

- define a of points
-sdﬂtnndlﬁuﬂhnhlrﬂhnhwdﬂlommwmhmmmnlm
architecture.

The basic formulation parts of the M.CL which involve recurrent formulse are those
previously stated (22) and, with the same data stream input, the curvilinear ntegration
related to # , which i given below ;

Spualli K = S, 00 k1) ¢ AS (rke1) (s

The question of the data dependency of the computation process b not yet worrying
becanse  the wre puted by ind s (only dats inpur shared).
It s first pecessary to differentinte k a3 a computation space coordinate from k as the
processed  variable converging to k, during its migration through this space. The latter s
tabelled k? An inhibition mechanism is then ecasy to implement in order to freere its
umwhennlhtﬂnldnumnﬂillumlhemtﬂm(mammfms.
and S ) A T tag bit, emactly similar to the one previously given, is used with this sim
In view,

This problem selved, the franslation of (12) and (5.1) into wniform recurrent equa_
tion spstems i processed as follow. Comsidering first the case of (22), the A8, (rek)
sample s used by all computation points [, k) asuming r'+k's r+k. This can be rewritten
m AS (r, k) = &S (rep, k-p) with p an arbitrary integer value. Select the value of p leads
o defining the &S, path through the computation space. The value p=1 is obviowly the
most efficient and leads fo the following equation sytem ;

Salr k) = Sr k1) ¢ AS (relk-1)
85,0 K) = &S (relke1)

with 0 = r « (input data vector length)
and 0 < k £ kmx

The amociated  bound  conditions are  T(LOMTRUE, kXr0)e0, 5 (r0)<0 and
48, (r=1.0)=4S, (r).
The value kyr) related to the a.(r) component i achieved by extracting kJr.lekme)

from the computation space. The ASM chart figure 5.1 depicts the complete computation
process executed af each point of the computation area

The computation of S_, (5.1) leads to very similar results The main difference lies
in the aS_ path (a5 (r. k) =4S (r-1)-1) in this case).

53 DESIGN OF THE RELATED SYSTOLIC ARCIHITECTURE

We give a mere summary below of the functions chosen ; more details may be found in
[OUVR.AL

Computation seheduling

The following functions define the time at which a compotation s processed
(for #, and #,, respectively) :

tl(r‘k}-r"!k—'l

b =t 4 k-1

Computation sllocation
The following function defines the

tion point (idem for the two array).
Alr, k) = &

cell  which

Maln features of ihe design

one dimension arrays, 32 (=kmx) cells each

all cells busy st each cycle (le. 100% hardware uillization rate outside start-up
phase)

cach array yields one rexture component per machine cycle

The complete design of the systolic processing unit includes one preprocemor and  two
postprocessors (entical to thase described in section 4) in addition to the two wyatolic
Ty

54 COST AND PERFORMANCE CONSIDERATIONS

The TTL device family b, In this case, not approp for cost of the

hardware design. Therefore this is done in terms of clementary logicsl gaies

About 40,000 gates are involved in the design of this processing unit versus 2,000
for the previous solution. From the ASIC point of view, such 2 design does not imvolve
great difficultien. In & “gate arrmy” contexrt, for imtance with such & well mastered fechno-
logy as CMOS-2u, fewer than ten chips will be needed for this implementation
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From the performance point of view, it s obvious that the sstolic unit offers an
intrinsic  throughput twice =3 great as the firt prog ) solution.  Pu anather
factor is perhaps more  significant :  the systolic unit does not  involve  critical  macro
function such as the quenrd dara strimg subunit of the previous one, This allows the
wystolic design o pet the best out of a leading technology. For instance, with today's
Advanced Schomky TTL standard devices, an outpul rate of sbout 50 Mega texture compo-
nents per second s achicvable (involving 6 CrigaOpwh).

6 CONCLUSION

In this paper wo ded d to the Method of Curvilinear
Integration implementation have been proposed. In the field of concurrent processes
hardware implementation, the main axis i dy the adeq of i and
architecture. Therefore. it is. more often than not, more risky fto present one  architechire
ms the most efficient one.

In our cme. features related o each design allow us fo gve some orientation : For
the purpase of a high performance application (as TV real fime: texture analysis), the
systolic approach s the only valid one. An accurate evaluation in the context of an
ASTTL design has shown a total time of 45 ma to analyre a S12 ¥ 512 picture,

On the other hand, the first proposed design i3 characterized by ity cost-saving : No
sophisticated  tools required  for the design (standard 1C)  wwial  microcomputer  RAM
suitable for memary, 4 a DMA ller s designed. Such a
Jow cost system would support the fexture analysis of a S12 2 512 picture in as shorr
time as one second
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A

Load FIFO
Ti=(S4<h)

AND (k4 < kmx)
S4=S+AS
S.:=54- AS ¢

ky=ky +1
k.imky -1

Y
TRUE g FALSE
1

Unload FIFO
T=(S_<p)
AND( k. < kmix)
Sy=85_+A5jp
S.=5_- A8y
k= k.+1
ko=k. -1
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.

§ (0] =5 (rk-1) + AS plr+1.k-1)
AS plrk) := AS p(r+l k-1)

TRUE

Y

4

Tirk) = (5 4(rk-1) <t )

AND (k% (rk-1) < kmx)

kY (rk) = kY (rk-1) + 1

FALSE

1

Tir)k) 1= FALSE
kY (nk) = ke (nk-1)




