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Abstract 

Pedestrian position estimation in videos is an im-
portant technique for enhancing surveillance system 
applications. Although many studies estimate pedestrian 
positions by using human body detection, its usage is 
limited when the entire body expands outside of the field 
of view. Camera calibration is also important for realiz-
ing accurate position estimation. Most surveillance 
cameras are not adjusted, and it is necessary to establish 
a method for easy camera calibration after installation. 
In this paper, we propose an estimation method for pe-
destrian positions using face detection and 
anthropometric properties such as statistical face lengths. 
We also investigate a simple method for camera calibra-
tion that is suitable for actual uses. We evaluate the 
position estimation accuracy by using indoor surveillance 
videos. 

1. Introduction 

To enhance video surveillance system functions, pe-
destrian position estimation is expected for many 
applications, such as tracking persons [1], indoor posi-
tioning where the GNSS does not work [2], making 
triggers such as proximity sensors [3], controlling wire-
less communication [4], and extracting partial images for 
effective communication [5]. Although other method 
such as LIDAR can be used to measure the position, the 
application will be expanded if the position estimation 
can be realized using only video images at the location 
where the camera is installed. Detection and segmenta-
tion of the human body are widely used for position 
estimation and camera calibration [1][6][7][8]. In the case 
of close-up camera settings, the whole body may some-
times protrude from the field of view, and body detection 
cannot be applied. It is obvious that face detection has 
higher detection opportunities in surveillance videos. 

Accuracy is important for position estimation. Refer-
ence [2] reported that positioning errors are 1 m to 2 m by 
using a direct linear transform. Reference [1] reports that 
the average error of position estimation for distance be-
comes 64 mm with the variation of 414 mm by using 
camera autocalibration. Although precise camera calibra-
tion is important and there are many studies on camera 
autocalibration using pedestrians captured in video data, 
experimental verification of position estimation is limited. 

Simplicity of camera calibration is also important. 

Reference [1] uses camera autocalibration to calculate 
parameters except for the focal length. The focal length is 
always difficult to determine if a varifocal lens is used. 
Reference [5] used another approach that calculates a 
perspective projection matrix without using a camera 
model; however, four points on the floor should be 
marked to know exact positions. 

In this paper, we investigate a practical method for 
pedestrians position estimation in surveillance videos in a 
corridor. Setting a video camera in the corridor often 
makes it easier to capture faces. Face detection with an-
thropometric properties such as a statistical face length is 
used to estimate pedestrian foot positions. This approach 
does not use body detection and can estimate the position 
at an area where the whole body is not captured in the 
frame. Furthermore, simple camera calibration is dis-
cussed without using prior knowledge of the focal length 
and height of the camera for already existing surveillance 
cameras. 

2. Methods 

We assume that a surveillance camera is placed in a 
typical installation, as shown in Figure 1(a). The camera 
is placed at the height yc and the tilt angle Θ. The world 
coordinate (x,y,z) is defined with the origin (0,0,0) at the 
floor position of the camera. We define the pedestrian 
height as yi at distance zi. In this study, the roll angle is 
assumed to be zero, and lens distortion is ignored. 

Pedestrians on the world coordinate system are pro-
jected to a camera image plane that is represented by 
coordinates (u,v), as shown in Figure 2(a). One pedestri-
an is observed from the head position vh to the foot 
position vb for the v-axis. Although we use a video cam-
era that captures a 3264x2448 image, a virtual larger 
image is used to handle the left person’s case in Figure 
2(a). In Figure 2(a), v0 and vc are coordinate values for 
the vanishing line and the center of a captured image, 
respectively. 

The relationship between the world coordinate system 
(x,y,z) and the image coordinate (u,v) is represented by 
the perspective projection of Equation 1 [1]. 
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In this paper, we focus on (y,z) in the world coordi-
nates. Using the second equation in Equation 1 with 
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conditions of v = vb and y = 0, the position zi at the foot 
position (y=0) is calculated as Equation 2[1]. 

𝑧𝑖 =  
𝑓 𝑦𝑐

𝑓 sin 𝜃 − ( 𝑣𝑏 − 𝑣𝑐) cos 𝜃
       (2) 

The tilt angle 𝜃 is calculated in the image coordinates 
by using the focal length f, as shown in Figure 1(b). 

𝜃 =  tan−1( 
𝑣𝑐 − 𝑣0

𝑓
 )        (3) 

While vc corresponds to the center of the captured im-
age (vc=1224), other parameters v0, yc and f are unknown 
in Equations 2 and 3. The foot positions vb should be 
estimated by using the face detection results. 

Figure 3 illustrates the flow of our proposed method 
to estimate parameters and the z position of pedestrians. 
To detect foot positions from the face detection results, 
we use anthropometric properties that are the statistical 
length of bodies. The camera height yc and the vanishing 
line v0 are estimated by using multiple detection results 
for pedestrians in the video. The focal length f is calcu-
lated by using several frames that capture a person at an 
arbitrary distance. Finally, position estimation is execut-
ed for pedestrians in surveillance videos. Detailed 
descriptions follow from the next section. 

 
 
 
 
 
 
 
 
 

Figure 1. (a) Arrangement of a surveillance camera in 
the world coordinate system. (b) image plane. 

 
 
 
 
 

 
 
 
 
 
 
 

Figure 2. Image coordinate (u,v) and parameters. 
 
 
 
 
 

 
 
 
 
 

 
 

Figure 3. Process flow of the proposed method 

2.1. Face Detection 

Instead of using body detection, we employ the Vio-
la-Jones face detection method [9] to estimate the foot 
position. One face detection result includes information 
about an origin point (uf,vf) and size (L,L), as shown in 
Figure 4(a). 

2.2. Position Estimation in the Image Plane 
Using Anthropometric Properties 

The pedestrian’s foot position (ub,vb) in an image is 
estimated by using face detection results and anthropo-
metric properties. As shown in Figure 4(a), the vertical 
coordinate value vf and the height L of the face detection 
rectangle are used to calculate the foot position vb by 

𝑣𝑏 = 𝑣𝑓 + 𝑘・𝐿       (4), 

where k is the proportion coefficient. Based on anthro-
pometric properties for Japanese individuals [10], the 
average height of adolescents is 1,699.1 mm, and the 
average morphological face height is 121.1 mm, as 
shown in Table 1. The morphologic face height is the 
distance from the eyes to the lowest point of the chin, as 
shown in Figure 4(b). We consider that it is almost the 
same length of the face detection result from eyebrows to 
the bottom of the mouth. According to the relationship of 
human dimensions in Table 1, k is simply considered 
13.3 (=(1699.1–91.0)/121.1), where 91.0 is the distance 
from the glabella (the position between eyebrows) to the 
vertex (the crown), as shown in Figure 4 (b) and Table 1. 

The head position in an image vh is also calculated us-
ing the same approach as vb. The parameter m of 
Equation 5 is obtained as m=0.75 using the values in 
Table 1. 

𝑣ℎ = 𝑣𝑓 − 𝑚・𝐿       (5) 

The horizontal foot position ub is taken to be the mid-
point of the face rectangle. 
 
 
 
 
 
 
 
 
 
 
 
          (a)                  (b) 
Figure 4. Estimation of position in an image. (a) Rela-
tionship between face detection and foot position. (b) 
Face length [10]. 

Table 1. Anthropometric properties [10]. 

 
Number of 

samples 
Mean 
(mm) 

Standard deviation 
(mm) 

(i) body height 56 1699.1 58.6 
(ii) morphologic 

face height 
56 121.1 6.4 

(iii) glabella to 
vertex length 

47 91.0 6.9 
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2.3. Camera Calibration 

The vanishing line corresponds to the projection of a 
point at infinity where the pedestrian’s height becomes 
zero. Figure 5 shows the relationship between the esti-
mated foot position vb and the height (vb-vh) in the image 
coordinates. In Figure 5, foot positions over 2,447 are 
included that are estimated in the virtual image plane. 
The vanishing line v0 is obtained by approximating the 
plot data with a linear equation and calculating the inter-
section point of the height as zero. According to the 
results in Figure 5 that are measured by using the six 
persons walking video, the vanishing line v0 is estimated 
as 784.6 pixels from the top of the image. 

The camera height is obtained by the ratio between the 
camera height and pedestrian height. In the image coor-
dinates, the camera height projection is assumed to be v0, 
and the relationship between the world coordinates is 
described as 

𝑦𝑐

𝑦𝑖
=

𝑣𝑏−𝑣0

ℎ𝑖
  (6), 

where yi is given by the body height in Table 1 and hi is 
the height in an image (see Figure 2(a) and (b)). 

Figure 6 shows the relationship between foot positions 
vb and yc calculated by Equation 6. The total camera 
height yc is estimated as 2,172.3 mm, approximating the 
plot data with a linear equation and calculating the inter-
section point of vb = v0. 

The focal length f is determined by analyzing images 
including a person standing at an arbitrary distance. This 
arbitrary fixed distance za is only one parameter that we 
need to measure in the proposed method. The resolution 
for distance za/f (mm/pixel) is equal to the resolution of 
the pedestrian’s height, as shown below. 

𝑧𝑎

𝑓
=

𝑦𝑖

𝑣𝑏 − 𝑣ℎ

 

Although za can be selected arbitrarily, in this paper, 
we acquire 48 frames at za = 6,000 mm (see the example 
of the image in Figure 7(e)) and calculate the average of 
(vb-vh) as 1,453.8 pixels. The focal length is estimated as 
5,130 pixels. 

Table 2 illustrates the given parameters, including za, 
to calculate f. Other given parameters are obtained from 
the dimensions of captured images and anthropometric 
properties. Table 3 indicates the estimated parameters by 
using our method. They are always difficult to measure 
precisely in practical installation. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Estimation of vanishing line v0. 

 

Table 2. Parameters to be given. 
Parameters Given values 

The center of the image 
(vc) 

1,224 pixel (the center of 
a captured image) 

Distance to calculate 
focal length (za) 6000 mm 

Body height (yi) 1,699.1 mm (Table 1) 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Estimation of camera height yc. 

 
Table 3. Estimated results for parameters. 

Parameters Estimated values Known values 
Vanishing 
line (v0 ) 

784.6 pixel N/A 

Camera 
height (yc ) 

2,142.0 mm 

2 m +α. 
[approx. 2 m (tripod 
stand) + attachment + 
19 mm (camera device)] 

Focal 
length (f) 

5,130 pixel (for 
2448 pixel of image 
height) 

2,147-21,474  pixel. 
[using a varifocal lens 
of 5 – 50mm] 

3. Experimental Results 

We evaluate our proposed method using a 92 s video 
(resolution of 3264x2448 and frame rate of 15 fps) in 
which six pedestrians walk indoors. A target person stops 
every 1 m at distance z, as shown in Figure 7. In Figure 
7(f), the foot position cannot be observed in the captured 
image. The target person determines the distance con-
firming scale marks on the floor. For this target person, 
160 frames are detected through movement. 

The developed process detects face regions and calcu-
lates the position z for each frame based on Equations 2 
and 3 with parameters in Tables 1 through 3. The param-
eters in Table 3 are calculated by using whole frames in 
video data that include six pedestrians. Figure 8 illus-
trates the relationship between the measured (ground 
truth) position and estimated results. The estimated posi-
tion tends to decrease for larger distances over 12 m. As 
shown in Figure 7(f), position estimation is possible even 
when the whole body does not appear in the image. Table 
4 shows the root mean square errors (RMSEs) of the 
estimated positions for the 12 positions. In Table 4, the 
results of a comparative method that also uses perspec-
tive transformation without camera calibration by 
determining four positions on the floor [5] are included. 
The perspective transformation matrix A in an equation 

[
𝑥
𝑧
1

] = 𝐴 [
𝑢𝑏

𝑣𝑏

1
]   

is calculated by four points (x,z) on the floor and (u,v) in 
the image plane, as shown in Figure 9. 
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Table 4. Estimation errors at 12 positions. 

 
 
 
 
 

 
 
 
 
 
 

 
 
 
Figure 7. Examples of the video for evaluation. Some 
regions are masked for privacy. 
 

 
 
 
 
 

 
 
 
 
 
 

Figure 8. Estimated z for 12 positions 
 

 
 
 
 
 
 
 

 
 

Figure 9. A method to calculate a matrix for 
four-points perspective (a method for comparison). 

 
According to the results in Table 4, the average RMSE 

of all data is 512.4 mm, which is superior to the 822.0 
mm of the four-point perspective approach. While the 
four-point perspective has larger errors not only over 12 
m but also under 7 m of distance, the proposed method 
has smaller errors under 7 m. The results indicate that 
our approach can estimate the position of pedestrians 
with equivalent precision by using a simple calibration 
method. 

4. Discussions 

We propose a method to estimate pedestrians’ posi-
tions by using face detection instead of body detection. 

By estimating the head and foot positions in a virtual 
image plane, it is possible to determine position z on the 
floor even when it extends below the screen, as shown in 
Figure 7(f), and another person’s occlusion occurs, as 
shown in Figure 7(c). In this experiment, there was no 
face detection at position z of 3 m and only one frame of 
face detection at the 4 m position. We can expand the 
range of position estimation by applying advanced face 
detection [11]. 

According to the results of Table 4, the error at the po-
sition of 12 m is small; however, this is not certain due to 
the small number of face detections. Figure 8 shows that 
our approach shows sufficient accuracy of estimation 
over a wider range at a distance of 11 m. The size of the 
detected face area L was less than 50 pixels at a distance 
of more than 12 m. This might be one of the reasons for 
larger errors over 13 m. If we can use higher resolution 
devices, these errors may be decreased. 

The accuracy of face detection appears as variation in 
the same position z in Figure 8. The variation is beyond 
2.5 m (30%) at z=9 m. By using the average of multiple 
frames, these errors simply improve. Moreover, the vari-
ation in anthropometric properties should be considered. 
According to Table 1, the standard deviation scores are 
3% to 8% for the measurement values. Although refer-
ence [5] reports that six Asian persons have similar 
position estimation accuracy, a much wider diversity of 
people should be discussed in our future work. Overall, 
the accuracy of 0.5 m (5% errors at the position of 11 m) 
is regarded to be close to the limit of this approach. 

We adopt simple calibration for already installed sur-
veillance cameras to estimate pedestrian positions. Our 
method uses several frames that include a pedestrian 
standing at a specific distance to calculate the focal 
length. Other parameters are obtained by analyzing pe-
destrians in the surveillance video. Although we focus on 
the estimation of the position z, the estimation of the 
position x is also possible by solving Equation 1. 

There are many studies on camera autocalibration us-
ing pedestrians [6][7][8]. By applying these studies, it is 
expected that all parameters can be automatically deter-
mined and the pedestrian's position can be estimated. 

In this study, we focus on surveillance videos in a cor-
ridor that make it easier to capture faces. In the case of 
free walking, face detection may fail. It may be effective 
to use our proposed method and the body detection 
method together to realize robustness. 

5. Conclusion 

We proposed a simple pedestrian position estimation in 
surveillance videos using face detection and anthropo-
metric properties. Camera calibration easily obtains 
parameters for already installed surveillance cameras by 
capturing several frames at an arbitrarily distance. We 
confirmed that the estimation errors are almost less than 

Grand Truth z (mm) 4000 5000 6000 7000 8000 9000 1000 11000 12000 13000 14000 15000 
Average 

Number of face detection 1 11 48 21 17 35 18 14 1 7 4 1 

RMSE of 4-point perspective (mm) 670.0 1202.5 898.5 793.9 423.9 559.8 427.9 510.5 240.0 1401.0 1808.1 2020.0 822.0 

RMSE of proposed method (mm) 109.9 424.3 323.3 258.4 427.1 515.1 394.2 504.8 113.9 1040.6 1488.6 1766.8 512.4 
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0.5 m at positions from 4 m to 11 m through the experi-
ment. The result indicates that our approach is a simple 
method to estimate the position of pedestrians that is 
applicable to existing surveillance cameras. We will con-
tinue to pursue fully automatic camera calibration to 
estimate the position of pedestrians. 
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